
where we use Lemma 4. The lower bound is a divergent series in n, therefore
the event An occur infinitely often. On the other hand by (7) (for −Wt)

−Wθn+1 ≤ 2h(θn+1) ≤ 4θ1/2h(θn)

for all n ≥ N(ω). Therefore whenever An occur

Wθn(ω)

h(θn)
≥

√
1− θ − 4

√
θ.

Letting n → ∞ we have

lim sup
t↓0

Wt

h(t)
≥

√
1− θ − 4

√
θ,

and the result follows by letting θ ↓ 0.

Exercise 25. Show that if W is SBM then for any λ

Xt = exp

�
λWt −

λ2

2
t

�

is a martingale.

4 Stochastic integral
Here we define the integration with respect to the Brownian motion. Note
that SBM is not of bounded variation, therefore we cannot define the integral
pathwise. This is the major difficulty in the theory.

4.1 Integration of simple processes

In what follows we work on [0, T ], for T < ∞. Let (Wt,Ft) be SBM.
The process (Xt) is a simple process, if

Xt(ω) = ξ0(ω)I{0}(t) +
n−1�

i=1

ξi(ω)I(ti,ti+1](t),

where 0 = t0 < t1 < . . . < tn = T is a partition of [0, T ], and ξi is Fti-
measurable.

That is (Xt(ω)) is a step function for each ω ∈ Ω, where the step sizes
are random. Note that ξi is measurable with respect to the σ-algebra corre-
sponding to the left end point of the interval.
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Exercise 26. Show that a simple process is adapted.

The definition of the integral of simple processes is straightforward. Let
k be such that t ∈ (tk, tk+1]. Then

It(X) =

� t

0

XsdWs =
k−1�

i=0

ξi(Wti+1
−Wti) + ξk(Wt −Wtk), t ∈ [0, T ].

Note that we defined the process for each t ∈ [0, T ].
{thm:stint-prop}

Theorem 25. Let X, Y be simple processes with square integrable coeffi-
cients.

(i) It(X) is a continuous martingale, I0(X) = 0 a.s.
(ii) For t > s

E

��� t

s

XudWu

�2 ���Fs

�
= E

�� t

s

X2
udu

���Fs

�
;

in particular EIt(X)2 = E
� t

0
X2

udu.
(iii) The integral is linear, that is

I(αX + βY ) = αI(X) + βI(Y ), α, β ∈ R.

(iv) E sup0≤t≤T

�� t

0
XudWu

�2

≤ 4E
� T

0
X2

udu.

Proof. (iii) is clear. (iv) follows from Doob’s maximal inequality.
(i) The continuity is obvious and I0(X) = 0. We prove that (It) is mar-

tingale. Let s < t and s ∈ (tk, tk+1], t ∈ (tm, tm+1]. Then
� t

0

XudWu =
k−1�

i=0

ξi(Wti+1
−Wti) + ξk(Ws −Wtk)

+ ξk(Wtk+1
−Ws) +

m−1�

i=k+1

ξi(Wti+1
−Wti) + ξm(Wt −Wtm).

By the tower rule

E[ξi(Wti+1
−Wti)|Fs] = E

�
E[ξi(Wti+1

−Wti)|Fti ]|Fs

�

= E
�
ξiE[Wti+1

−Wti |Fti ]|Fs

�

= E[ξi · 0|Fs] = 0.
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The first and last term can be handled similarly.
(ii) We showed that
� t

s

XudWu = ξk(Wtk+1
−Ws) +

m−1�

i=k+1

ξi(Wti+1
−Wti) + ξm(Wt −Wtm).

Taking square and conditional expectaion we end up with sum of terms

E[ξi(Wti+1
−Wti)ξj(Wtj+1

−Wtj)|Fs]

We show that this equals 0, whenever i �= j. Indeed,

E[ξi(Wti+1
−Wti)ξj(Wtj+1

−Wtj)|Fs]

= E
�
E[ξi(Wti+1

−Wti)ξj(Wtj+1
−Wtj)|Ftj ]|Fs

�
= 0.

Therefore

E

��� t

s

XudWu

�2

|Fs

�

= E

�
ξ2k(Wtk+1

−Ws)
2 +

m−1�

i=k+1

ξ2i (Wti+1
−Wti)

2 + ξ2m(Wt −Wtm)
2|Fs

�
.

By the tower rule again

E[ξ2i (Wti+1
−Wti)

2|Fs] = E
�
E[ξ2i (Wti+1

−Wti)
2|Fti ]Fs

�

= E[ξ2i (ti+1 − ti)|Fs]

= E

�� ti+1

ti

X2
udu|Fs

�
.

Summing we obtain the result.

4.2 Extending the definition

The idea is the following. We defined the integral for simple processes.
Adapted processes can be approximated by simple processes, so we can de-
fine the integral of adapted process as a limit and hope for the best. This
was the method at the definition of both Riemann and Lebesgue integral.

Let

H =

�
(Xt) : Ft-adapted and E

� T

0

X2
udu < ∞

�
.

We extend the definition to the class H.
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Lemma 5. Let (Xt) ∈ H. There exists a sequence of simple processes
{(Xn

t )}n such that

lim
n→∞

E

� T

0

(Xs −Xn
s )

2 ds = 0.

Proof. We only prove in the special case when X is bounded and continuous.
Let

Xn
t (ω) = X0(ω)I{0}(t) +

2n−1�

k=0

X kT
2n
(ω)I

( kT
2n

,
(k+1)T

2n
]
(t).

These are simple processes. Since contiuous function is uniformly continous
on compacts, almost surely

� T

0

|Xn
u −Xu|2 dt → 0.

Lebesgue’s dominated convergence gives the proof.

Let X ∈ H and {Xn}n given in the lemma. By Theorem 25 (iv)

E sup
t∈[0,T ]

�� t

0

(Xn
u −Xm

u )dWu

�2

≤ 4E

� T

0

(Xn
u −Xm

u )2du.

The right-hand side tends to 0 by the lemma above, therefore the left-hand
side too. Thus there exists a sequence {nk} such that

E sup
t∈[0,T ]

�� t

0

(Xnk+1
u −Xnk

u )dWu

�2

≤ 2−k. (8) {eq:unif-conv-ineq}

The first Borel–Cantelli lemma implies

I(Xnk) → I(X), uniformly on [0, T ]-n a.s.

As I(Xnk) is continuous, so is I(X). We have to show that I(X) does not
depend on the subsequence. In (8) letting m → ∞

E sup
t∈[0,T ]

(It(X)− It(X
n))2 ≤ 4E

� T

0

(Xu −Xn
u )

2du,

so I(X) does not depend on the subsequence.
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Next we show that I(X) is martingale, i.e. for any s < t

E[It(X)|Fs] = Is(X).

For any n

�E[It(X)|Fs]− Is(X)�L2 ≤ �E[It(X)− It(X
n)|Fs]�L2

+ �E[It(Xn)− Is(X
n)|Fs]�L2 + �Is(Xn)− Is(X)�L2 ,

where �X�L2 =
√
EX2. The second term on the RHS equals 0, since I(Xn)

is martingale, while the first and third term can be arbitrarily small. So I(X)
is indeed a martingale.

Summarizing, for X ∈ H we defined the stochastic integral

It(X) =

� t

0

XudWu

and showed that it satisfies the properties of Theorem 25.
We note that the definition of the integral can be further extended from

H to the larger class

H�
= {(Xt) : Ft-adapted and

� T

0

X2
udu < ∞ a.s.}

such that Theorem 25 remains true.
{example:W-appr}

Example 9 (Approximation of
� t

0
WsdWs). Fix ε ∈ [0, 1] and consider

Sε(Π) =
n−1�

i=0

�
εWti+1

+ (1− ε)Wti

� �
Wti+1

−Wti

�
.

We prove that

lim
�Π�→0

Sε(Π)
L2

=
1

2
W 2

t +

�
ε− 1

2

�
t. (9) {eq:W-int}

We know that (W 2
t − t) is martingale, thus the limit above is martingale

iff ε = 0, which corresponds to the definition of Itô stochastic integral. There
are other stochastic integrals: ε = 1/2 corresponds to the Fisk–Stratonovich
integral, and ε = 1 corresponds to the backward Itô integral.

By (9) � t

0

WsdWs =
W 2

t − t

2
.
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Next we prove (9). Since

εWti+1
+ (1− ε)Wti =

Wti+1
+Wti

2
+

�
ε− 1

2

��
Wti+1

−Wti

�
,

we have to determine the limits

n−1�

i=0

(Wti+1
−Wti)

2,
n−1�

i=0

(W 2
ti+1

−W 2
ti
).

The first is exactly the quadratic variation of SBM, therefore converges to t
in L2, while the second is a telescopic sum, giving W 2

t .
{example:exp}

Example 10. Let X be simple process and W SBM. Let

ζst (X) =

� t

s

XudWu −
1

2

� t

s

X2
udu, ζt = ζ0t .

We show that (Yt = eζt) is martingale.
Since X is simple, we have

Xt = ξ0I{0}(t) +
n−1�

i=0

ξiI(ti,ti+1](t),

where ξi is Fti-measurable. Thus if s ∈ (tk, tk+1], t ∈ (tm, tm+1], then

ζst = ξk(Wtk+1
−Ws)−

ξ2k
2
(tk+1 − s) +

m−1�

i=k+1

�
ξi(Wti+1

−Wti)−
ξ2i
2
(ti+1 − ti)

�

+ ξm(Wt −Wtm)−
ξ2m
2
(t− tm).

(10) {eq:zeta-felbontas}

Since ζs is Fs-measurable we obtain

E[eζt |Fs] = eζsE[eζ
s
t |Fs].

We only have to show that

E[eζ
s
t |Fs] = 1.
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