
Regularly varying functions
Exercises 3.

1. Let X be a nonnegative random variable, F its distribution function, and
F̂ (s) =

∫
[0,∞)

e−sxdF (x) its Laplace transform. Assume that µn = EXn <

∞. Define

fn(s) = (−1)n+1

(
F̂ (s)−

n∑
k=0

µk(−s)k/k!

)

gn(s) =
dn

dsn
fn(s).

Let ` be a slowly varying function, α = n + β with β ∈ [0, 1]. Show that
fn(s) ∼ sα`(1/s) if and only if gn(s) ∼ Γ(α + 1)/Γ(β + 1) sβ`(1/s).

2. Show that the Laplace transform of the standard normal distribution is
es

2/2.

3. Let X be a random variable with distribution function F (x) = P(X ≤ x).
Define its quantile function as

Q(s) = inf{x : F (x) ≥ s}, s ∈ (0, 1).

Show that Q(s) ≤ x iff s ≤ F (x). Show that if U is a Uniform(0, 1) random
variable then the distribution function of Q(U) is F .

4. Let X be a random variable with continuous distribution function F .
Show that U = F (X) is Uniform(0, 1).

5. Show that
∫ 1

0
n(n− 1)un−2(1− u)du = 1 for any n ≥ 2.

6. Show that for α ∈ (0, 1), λ > 0∫ 1

0

(u−α − 1)λe−λudu = α

∫ 1

0

(
1− e−λu

)
u−α−1du.

7. Let X,X1, X2, . . . be nonnegative iid random variables with finite expec-

tation. Show that EMn/n→ 0. Show that this implies Mn/n
P→ 0, and that

Mn/Sn
P→ 0.

8. Let X be a nonnegative random variable with regularly varying tail func-
tion F with parameter α < 0. Let U be Uniform(0, 1) independent of X.
Let G be the distribution function of X +U . Show that G is asymptotically
equal to F ; i.e. F (x) ∼ G(x) as x→∞. In particular it is regularly varying
with parameter α.


