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#### Abstract

Let $X_{1}, X_{2}, \ldots$ be iid random variables, and let $\boldsymbol{a}_{n}=\left(a_{1, n}, \ldots, a_{n, n}\right)$ be an arbitrary sequence of weights. We investigate the asymptotic distribution of the linear combination $S_{\boldsymbol{a}_{n}}=a_{1, n} X_{1}+\cdots+a_{n, n} X_{n}$ under the natural negligibility condition $\lim _{n \rightarrow \infty} \max \left\{\left|a_{k, n}\right|: k=1, \ldots, n\right\}=0$. We prove that if $S_{\boldsymbol{a}_{n}}$ is asymptotically normal for a weight sequence $\boldsymbol{a}_{n}$, in which the components are of the same magnitude, then the common distribution belongs to $\mathbb{D}(2)$.
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## 1 Introduction

Let $X, X_{1}, X_{2}, \ldots$ be iid random variables with the common distribution function $F(x)=\mathbf{P}\{X \leq x\}$. For each $n \in \mathbb{N}=\{1,2, \ldots\}$ consider the random variable

$$
S_{a_{n}}=a_{1, n} X_{1}+a_{2, n} X_{2}+\cdots+a_{n, n} X_{n}
$$

where $\boldsymbol{a}_{n}=\left(a_{1, n}, \ldots, a_{n, n}\right)$ is an arbitrary sequence of weights. We investigate the asymptotic behavior of the weighted sum $S_{\boldsymbol{a}_{n}}$, therefore it is reasonable to assume that each component is asymptotically negligible, that is for every $\varepsilon>0$

$$
\lim _{n \rightarrow \infty} \sup _{1 \leq k \leq n} \mathbf{P}\left\{\left|a_{k, n} X_{k}\right| \geq \varepsilon\right\}=\lim _{n \rightarrow \infty} \mathbf{P}\left\{|X| \geq \varepsilon / \bar{a}_{n}\right\}=0,
$$

where $\bar{a}_{n}=\max \left\{\left|a_{k, n}\right|: k=1,2, \ldots, n\right\}$, which holds, if and only if $\bar{a}_{n} \rightarrow 0$, as $n \rightarrow \infty$. Therefore from now on we assume that $\bar{a}_{n} \rightarrow 0$. In the followings asymptotic relations are meant as $n \rightarrow \infty$, unless otherwise specified.

Since the possible limiting distributions of $S_{a_{n}}$ are necessarily infinitely divisible, we need the well-known representation of their characteristic functions. Let $Y$ be an infinitely divisible real random variable with characteristic function $\phi(t)=\mathbf{E}\left(\mathrm{e}^{\mathrm{i} t Y}\right)$ in its Lévy form ([4] p. 70), given for each $t \in \mathbb{R}$ by

$$
\phi(t)=\exp \left\{\mathfrak{i} t \theta-\frac{\sigma^{2}}{2} t^{2}+\int_{-\infty}^{0} \beta_{t}(x) \mathrm{d} L(x)+\int_{0}^{\infty} \beta_{t}(x) \mathrm{d} R(x)\right\},
$$

where

$$
\beta_{t}(x)=\mathrm{e}^{\mathrm{i} t x}-1-\frac{\mathfrak{i} t x}{1+x^{2}}
$$

and the constants $\theta \in \mathbb{R}$ and $\sigma \geq 0$ and the functions $L(\cdot)$ and $R(\cdot)$ are uniquely determined: $L(\cdot)$ is left-continuous and non-decreasing on $(-\infty, 0)$ with $\lim _{x \rightarrow-\infty} L(x)=L(-\infty)=0$ and $R(\cdot)$ is right-continuous and nondecreasing on $(0, \infty)$ with $\lim _{x \rightarrow \infty} R(x)=R(\infty)=0$, such that $\int_{-\varepsilon}^{0} x^{2} \mathrm{~d} L(x)+$ $\int_{0}^{\varepsilon} x^{2} \mathrm{~d} R(x)<\infty$ for every $\varepsilon>0$.

As usual, we say that the distribution $F$ is in the domain of attraction of the $\alpha$-stable law $W, \alpha \in(0,2]$, written $F \in \mathbb{D}(\alpha)$, if for some centering and norming sequence $A_{n}$ and $C_{n}$

$$
\frac{1}{C_{n}}\left[\sum_{k=1}^{n} X_{k}-A_{n}\right] \xrightarrow{\mathcal{D}} W,
$$

where $X_{1}, X_{2}, \ldots$ are iid random variables with distribution function $F$. Moreover, $F$ is in the domain of partial attraction of the infinitely divisible random variable $W$, written $F \in \mathbb{D}_{p}(W)$, if there exist a subsequence $\left\{k_{n}\right\}_{n=1}^{\infty} \subset \mathbb{N}$, and centering and norming sequence $A_{n}, C_{n}$, such that the convergence takes place along $k_{n}$, that is

$$
\begin{equation*}
\frac{1}{C_{n}}\left[\sum_{k=1}^{k_{n}} X_{k}-A_{n}\right] \xrightarrow{\mathcal{D}} W . \tag{1}
\end{equation*}
$$

For an $\alpha$-stable $W$ we write $\mathbb{D}_{p}(\alpha)$ instead of $\mathbb{D}_{p}(W)$.
The motivation for considering linear combinations of iid random variables comes from a recent result in [7] in connection with semistable laws.

An infinitely divisible law is called semistable, if and only if either it is normal, or in its Lévy representation the normal component $\sigma=0$ and the spectral functions can be written in the form $L(x)=M_{L}(x) /|x|^{\alpha}, x<0$, and
$R(x)=-M_{R}(x) / x^{\alpha}, x>0$, for some $\alpha \in(0,2)$, where $M_{L}$ and $M_{R}$ are nonnegative bounded functions $M_{L}(\cdot)$ on $(-\infty, 0)$ and $M_{R}(\cdot)$ on $(0, \infty)$, one of which has strictly positive infimum and the other one either has strictly positive infimum or is identically zero, and $M_{L}\left(c^{1 / \alpha} x\right)=M_{L}(x)$ for all $x>0$ and $M_{R}\left(c^{1 / \alpha} x\right)=M_{R}(x)$ for all $x<0$, with the same period $c>1$. The following result of Kruglov [9] shows the probabilistic meaning of the semistability and $c$. If (1) holds for some $F(\cdot)$ along some $\left\{k_{n}\right\}$ for which $\lim _{n \rightarrow \infty} k_{n+1} / k_{n}=c$ for some $c \in(1, \infty)$, then the limit distribution is necessarily semistable and, when the exponent $\alpha<2$, the common multiplicative period of $M_{R}(\cdot)$ and $M_{L}(\cdot)$ is the $c^{1 / \alpha}$ from the latter growth condition on $\left\{k_{n}\right\}$. In this case $F$ is in the domain of geometric partial attraction of the semistable law $W$, $F \in \mathbb{D}_{g p}(W)$. The converse of the result above is also true, that is for any semistable law $W, \mathbb{D}_{g p}(W) \neq \emptyset$. For more background about semistable laws we refer to [10].

The above mentioned result is the following corollary in [7]:
Corollary. For any semistable law $W$ and for any distribution function $F \in$ $\mathbb{D}_{g p}(W)$, there exist an $\left\{\boldsymbol{a}_{n}\right\}_{n=1}^{\infty}$ sequence of weights and a well determined centering sequence $A_{n}$, such that $S_{a_{n}}-A_{n} \xrightarrow{\mathcal{D}} W$. Moreover, in each row of the weight sequence there are only two different components $a_{n, 1} \geq a_{n, 2}$, and $\lim _{n \rightarrow \infty} a_{n, 1} / a_{n, 2}=c$, where $c$ comes from the representation of $W$.

Classical theory says that if limiting distribution exists for a uniform weight sequence, that is when each components in a row are equal, then it must be stable. As an essence of semistability, this corollary claims that semistable limiting distributions can be achieved by weight sequences that consist of only two different components. We will see the contrast of this corollary and Theorem 6.

The prototypes of random variables from the domain of geometric partial attraction of a semistable laws are the so-called St. Petersburg games. Since these games are our base motivations for working with special types of linear combinations, we spell out the details. For $\alpha \in(0,2)$ and $p \in(0,1)$ consider the St. Petersburg $(\alpha, p)$ game, where Peter, the banker, tosses a possibly biased coin until it lands 'heads' and pays $r^{k}$ ducats to Paul, if this happens on the $k^{\text {th }}$ toss, where $r=1 / q, q=1-p$, and $p$ is the probability of 'heads' at each throw. If there are $n$ players, $\mathrm{Paul}_{1}, \mathrm{Paul}_{2}, \ldots, \mathrm{Paul}_{n}$, each of them playing exactly one game, then before they play, they may agree to use a pooling strategy $\boldsymbol{p}_{n}=\left(p_{1, n}, p_{2, n}, \ldots, p_{n, n}\right)$, where the components are nonnegative and add to unity. If $X_{k}$ denotes the gain of $\operatorname{Paul}_{k}, k=1,2, \ldots, n$, under this strategy Paul ${ }_{1}$ receives $p_{1, n}^{1 / \alpha} X_{1}+p_{2, n}^{1 / \alpha} X_{2}+\cdots+p_{n, n}^{1 / \alpha} X_{n}$ ducats, Paul 2 receives $p_{n, n}^{1 / \alpha} X_{1}+p_{1, n}^{1 / \alpha} X_{2}+\cdots+p_{n-1, n}^{1 / \alpha} X_{n}$ ducats, $\ldots$, Paul ${ }_{n}$ receives
$p_{2, n}^{1 / \alpha} X_{1}+p_{3, n}^{1 / \alpha} X_{2}+\cdots+p_{1, n}^{1 / \alpha} X_{n}$ ducats. Consider the centered version of Paul ${ }_{1}$ 's gain

$$
S_{\boldsymbol{p}_{n}}^{\alpha, p}=\sum_{k=1}^{n} p_{k, n}^{1 / \alpha} X_{k}-\frac{p}{q} H_{\alpha, p}\left(\boldsymbol{p}_{n}\right),
$$

where the constant $H_{\alpha, p}\left(\boldsymbol{p}_{n}\right)$ depends only on the strategy. Under the negligibility assumption it is possible to prove a merging asymptotic expansion for arbitrary sequence of strategies. But what is more important from our point of view, it turns out that if the components are integer powers of $q$, then a usual limit theorem holds:

$$
S_{\boldsymbol{p}_{n}}^{\alpha, p} \xrightarrow{\mathcal{D}} W_{\alpha},
$$

where $W_{\alpha}$ is a well-determined semistable random variable with characteristic exponent $\alpha$. In this case the merging asymptotic expansions reduce to usual asymptotic expansions, so it is possible to determine the rate of convergence. These results rely on deep Fourier analysis, and on the specific forms of the St. Petersburg distribution. For more details see [2] and [1].

## 2 Results

Our starting point is Theorem 25.1 in [4]. Let $\left\{Y_{1, n}, Y_{2, n}, \ldots, Y_{n, n}\right\}_{n=1}^{\infty}$ be an an infinite array of asymptotically negligible, rowwise independent random variables, with distribution functions $F_{k, n}(x)=\mathbf{P}\left\{Y_{k, n} \leq x\right\}, x \in \mathbb{R}$, $n=1,2, \ldots, k=1,2, \ldots, n$. Then the random variable $\sum_{k=1}^{n} Y_{k, n}-A_{n}$, for an appropriate numerical sequence $A_{n}$, converges in distribution to a nondegenerate random variable $W$, with Lévy functions $L$ and $R$, and normal component $\sigma$, if and only if

$$
\begin{align*}
& \sum_{k=1}^{n} F_{k, n}(x) \rightarrow L(x), x<0, x \in C_{L}  \tag{2}\\
& \sum_{k=1}^{n}\left(F_{k, n}(x)-1\right) \rightarrow R(x), x>0, x \in C_{R},
\end{align*}
$$

and

$$
\begin{align*}
& \lim _{\varepsilon \rightarrow 0} \liminf _{n \rightarrow \infty} \sum_{k=1}^{n}\left\{\int_{|x| \leq \varepsilon} x^{2} \mathrm{~d} F_{k, n}(x)-\left(\int_{|x| \leq \varepsilon} x \mathrm{~d} F_{k, n}(x)\right)^{2}\right\}  \tag{3}\\
= & \lim _{\varepsilon \rightarrow 0} \limsup _{n \rightarrow \infty} \sum_{k=1}^{n}\left\{\int_{|x| \leq \varepsilon} x^{2} \mathrm{~d} F_{k, n}(x)-\left(\int_{|x| \leq \varepsilon} x \mathrm{~d} F_{k, n}(x)\right)^{2}\right\}=\sigma^{2},
\end{align*}
$$

where for a real function $f, C_{f}$ denotes its continuity points.
The Lévy functions of the normal distribution are identically 0 . Adding the two equations in (2) and using Theorem 26.2 in [4] we obtain, that $S_{\boldsymbol{a}_{n}}-A_{n} \xrightarrow{\mathcal{D}} Z \sim N(0,1)$ for some appropriate $A_{n}$, if and only if for every $\varepsilon>0$

$$
\begin{aligned}
& \sum_{k=1}^{n} \int_{\left|a_{k, n} X_{k}\right|>\varepsilon} \mathrm{d} \mathbf{P} \rightarrow 0, \quad \text { and } \\
& \sum_{k=1}^{n}\left\{\int_{\left|a_{k, n} X_{k}\right|<\varepsilon} a_{k, n}^{2} X_{k}^{2} \mathrm{~d} \mathbf{P}-\left(\int_{\left|a_{k, n} X_{k}\right|<\varepsilon} a_{k, n} X_{k} \mathrm{~d} \mathbf{P}\right)^{2}\right\} \rightarrow 1 .
\end{aligned}
$$

It follows immediately from this form that $\sum_{k=1}^{n} a_{k, n} X_{k}-A_{n} \xrightarrow{\mathcal{D}} N(0,1)$ if and only if $\sum_{k=1}^{n}\left|a_{k, n}\right| X_{k}-A_{n} \xrightarrow{\mathcal{D}} N(0,1)$.

In the simplest case, when $X$ has finite variance we obtain the following characterization of convergence:

Theorem 1 Let $X, X_{1}, X_{2}, \ldots$ be iid random variables with finite variance, and put $\mu=\mathbf{E}(X)$. Then $\bar{a}_{n} \rightarrow 0$ and

$$
\sum_{k=1}^{n} a_{k, n}\left(X_{k}-\mu\right) \xrightarrow{\mathcal{D}} N(0,1),
$$

if and only if $\sum_{k=1}^{n} a_{k, n}^{2} \rightarrow 1 / \operatorname{Var}(X)$.
All the proofs are placed in the next section.
Asymptotic normality of linear combinations is closely related to the following problem: Let $\left(R_{\nu, 1}, R_{\nu, 2}, \ldots, R_{\nu, N_{\nu}}\right)$ be a random vector, which takes on the $N_{\nu}$ ! permutations of $\left(1, \ldots, N_{\nu}\right)$ with equal probabilities. Consider $\left\{b_{\nu, i}: 1 \leq i \leq N_{\nu}, \nu \leq 1\right\}$ and $\left\{a_{\nu, i}: 1 \leq i \leq N_{\nu}, \nu \leq 1\right\}$ two double sequence of real numbers. Hájek [5] gave necessary and sufficient condition for the asymptotic normality of the random sum $\sum_{i=1}^{N_{\nu}} b_{\nu, i} a_{\nu, R_{\nu, i}}$. During the proof of his main theorem, as a corollary he obtains Theorem 1 here, though the theorem is not stated explicitly.

The sufficiency part -in case of nonnegative weights- is stated explicitly in [8] in a more general setup, when $\left\{X_{n}\right\}_{n=1}^{\infty}$ is a sequence of linearly negative quadrant dependent random variables.

In the special case, when each weight sequence is a normalized pooling strategy, as a consequence of Theorem 1 we obtain the following corollary. Recall that $\boldsymbol{p}_{n}=\left(p_{1, n}, \ldots, p_{n, n}\right)$ is a strategy if its components are nonnegative and add to unity.

Corollary 2 Let $X_{1}, X_{2}, \ldots$ be iid random variables with 0 mean and finite variance. Then for a sequence of strategies $\left\{\boldsymbol{p}_{n}\right\}$, there exists a normalizing sequence $c_{n}$, such that

$$
\frac{1}{c_{n}} \sum_{k=1}^{n} p_{k, n} X_{k} \xrightarrow{\mathcal{D}} N(0,1)
$$

and $\bar{p}_{n} / c_{n} \rightarrow 0$, if and only if

$$
\frac{\bar{p}_{n}}{\sqrt{\sum_{k=1}^{n} p_{k, n}^{2}}} \rightarrow 0
$$

and in this case $c_{n}=\sqrt{\operatorname{Var}(X) \sum_{k=1}^{n} p_{k, n}^{2}}$.
Consider an other special case of the weight sequences. Let $X_{1}, X_{2}, \ldots$ be iid random variables with $\mathbf{E}(X)=0$ and $\mathbf{E}\left(X^{2}\right)=1$. Let $\left\{w_{k}\right\}_{k=1}^{\infty}$ be a sequence of real numbers such that $w_{k} \neq 0$ for all $k$, and put $W_{n}=w_{1}^{2}+\cdots+w_{n}^{2}$. The weight sequence now is $\boldsymbol{a}_{n}=\left(w_{1} / \sqrt{W_{n}}, \ldots, w_{n} / \sqrt{W_{n}}\right)$. Easy computation shows that in this particular case asymptotic negligibility $\bar{a}_{n} \rightarrow 0$ holds if and only if $W_{n} \rightarrow \infty$ and $w_{n}^{2} / W_{n} \rightarrow 0$. With no more moment assumptions on $X$, Fisher [3] proved that $S_{a_{n}} \xrightarrow{\mathcal{D}} N(0,1)$, if $W_{n} \rightarrow \infty$ and $\lim \sup _{t \rightarrow \infty} \#\left\{n: W_{n} / w_{n}^{2}<t\right\} / t<\infty$, where $\# A$ stands for the cardinality of a set $A$. It is easy to show that these conditions imply asymptotic negligibility, but the converse is not true. Later Weber [11] found sufficient conditions for $S_{a_{n}} \xrightarrow{\mathcal{D}} N(0,1)$, with higher moment assumptions, and these assumptions also imply asymptotic negligibility. We note that these arithmetic assumptions on the weight sequence are necessary in the case of law of large numbers; see [6] and [12]. Therefore it is very interesting that the necessary and sufficient condition for the asymptotic normality is so simple: as a corollary of Theorem 1 we obtain that in this case asymptotic negligibility implies distributional convergence:

Corollary 3 Let $X_{1}, X_{2}, \ldots,\left\{w_{n}\right\}_{n=1}^{\infty},\left\{W_{n}\right\}_{n=1}^{\infty}$ and $\boldsymbol{a}_{n}$ be as above. If $W_{n} \rightarrow \infty$ and $w_{n}^{2} / W_{n} \rightarrow 0$, then $S_{a_{n}} \xrightarrow{\mathcal{D}} N(0,1)$.

Now assume that the variance is infinite. In this case assumption (3), especially in the normal case, becomes simpler, because by [4] p. 173

$$
\left[\int_{-x}^{x} y \mathrm{~d} F(y)\right]^{2}=o(1) \int_{-x}^{x} y^{2} \mathrm{~d} F(y)
$$

where $o(1) \rightarrow 0$ as $x \rightarrow \infty$.
According to the next result if the common distribution function $F$ belongs to the domain of attraction of a stable law, then the only possible limit is that stable.

Theorem 4 Assume that $F \in \mathbb{D}(\alpha), \alpha \in(0,2]$. If for some weight sequence $\boldsymbol{a}_{n}$ and centering sequence $A_{n}, S_{\boldsymbol{a}_{n}}-A_{n} \xrightarrow{\mathcal{D}} W$, where $W$ is a nondegenerate random variable, then $W$ is necessarily $\alpha$-stable.

We investigate a particular converse of the theorem above. What can we say about the random variable $X$, if for some sequence $\boldsymbol{a}_{n}$ the limit distribution exists, and it is normal?

Theorem 5 Let $X_{1}, X_{2}, \ldots$ be iid random variables with common distribution function $F$. If there exists a weight sequence $\boldsymbol{a}_{n}$ and a centering numerical sequence $A_{n}$, such that $S_{\boldsymbol{a}_{n}}-A_{n} \xrightarrow{\mathcal{D}} N(0,1)$, then $F \in \mathbb{D}_{p}(2)$.

In a certain sense, according to the latter theorem the distributional convergence through linear combinations is not more general, than along subsequences. The converse is trivially true. Indeed, assume that for a given subsequence $\left\{k_{n}\right\}$ the distributional convergence (1) holds. Then we can define the weight sequence $\boldsymbol{a}_{n}=\left(1 / C_{j}, \ldots, 1 / C_{j}, 0, \ldots, 0\right)$, if $k_{j} \leq n<k_{j+1}$, where the number of $C_{j}$-s is $k_{j}$. Now, obviously $S_{\boldsymbol{a}_{n}}-A_{j} / C_{j} \xrightarrow{\mathcal{D}} W$. To exclude such trivial cases we introduce the following notion. We call a weight sequence $\left\{\boldsymbol{a}_{n}\right\}_{n=1}^{\infty}$ balanced if

$$
\liminf _{n \rightarrow \infty} \frac{\min \left\{\left|a_{k, n}\right|: k=1, \ldots, n\right\}}{\max \left\{\left|a_{k, n}\right|: k=1, \ldots, n\right\}}>0 .
$$

Roughly speaking this means that each component is important. We note that this is the same as the definition of balanced strategies in [7].

The next theorem says that convergence to a normal through a balanced weight sequence implies convergence through the whole sequence of integers.

Theorem 6 Let $\boldsymbol{a}_{n}$ be a balanced weight sequence and $A_{n}$ a centering sequence, such that $S_{\boldsymbol{a}_{n}}-A_{n} \xrightarrow{\mathcal{D}} N(0,1)$. Then $F \in \mathbb{D}(2)$.

It is important to note that in general the two types of convergence are very different. According to the Corollary in [7] (and in Section 1 here) if $F \in \mathbb{D}_{g p}(W)$, for a nondegenerate semistable law $W$, then there is a balanced weight sequence $\boldsymbol{a}_{n}$, which contains only two different components, and for
which $S_{a_{n}}-A_{n} \xrightarrow{\mathcal{D}} W$, where $A_{n}$ is well determined. However, in this case $F$ is not necessarily contained in the domain of attraction of any stable law. We also note that Megyesi [10] proved for any stable law $W$ that its domain of geometric partial attraction and its domain of attraction coincide. These results show similarity between convergence along a geometric subsequence, and convergence through balanced weight sequence.

There is an interesting problem in connection with such weight sequences: What is the class of infinitely divisible random variables, whose distribution can be obtained as the limit distribution of linear combinations of iid variables with balanced weight sequences? We do not even know whether nonsemistable limits of this type exist or not.

The validity of Theorem 5 in the general infinitely divisible case, and the validity Theorem 6 in the general $\alpha$-stable case are also interesting open problems.

## 3 Proofs

Proof of Theorem 1. As we have seen before Theorem 1 we may assume that the weights are nonnegative. In this case $F_{k, n}(x)=\mathbf{P}\left\{a_{k, n} X \leq x\right\}=$ $F\left(x / a_{k, n}\right)$. We spell out the conditions again: there is asymptotic normality if and only if

$$
\begin{array}{ll}
\sum_{k=1}^{n} & {\left[F\left(-x / a_{k, n}\right)+1-F\left(x / a_{k, n}\right)\right] \rightarrow 0} \\
\sum_{k=1}^{n} a_{k, n}^{2}\left\{\int_{|x| \leq \varepsilon / a_{k, n}} x^{2} \mathrm{dor} \text { every } x>0,\right. \text { and }  \tag{5}\\
& \left.\left(\int_{|x| \leq \varepsilon / a_{k, n}} x \mathrm{~d} F(x)\right)^{2}\right\} \rightarrow 1,
\end{array}
$$

for every $\varepsilon>0$.
We may assume that $\mathbf{E}(X)=0$. Since $\bar{a}_{n} \rightarrow 0$, each term in (5) tends to $\operatorname{Var}(X)$. Thus the validity of (5) is equivalent to $\lim _{n \rightarrow \infty} \sum_{k=1}^{n} a_{k, n}^{2}=$ $1 / \operatorname{Var}(X)$. Moreover in this case (4) also holds. Indeed, $\int_{\mathbb{R} \backslash[-x, x]} y^{2} \mathrm{~d} F(y) \geq$ $x^{2}(F(-x)+1-F(x))$, and since the left side tends to 0 as $x \rightarrow \infty$, we have

$$
\sum_{k=1}^{n}\left[F\left(-x / a_{k, n}\right)+1-F\left(x / a_{k, n}\right)\right]=\sum_{k=1}^{n} \frac{a_{k, n}^{2}}{x^{2}} o(1) \rightarrow 0
$$

where $o(1) \rightarrow 0$, as $n \rightarrow \infty$, proving (4), and thus the statement.
Proof of Corollary 2. Necessity. According to Theorem 1 asymptotic normality implies $\sum_{k=1}^{n} p_{k, n}^{2} / c_{n}^{2} \rightarrow \operatorname{Var}(X)^{-1}$ and since $\sum_{k=1}^{n} p_{k, n}^{2} \leq \bar{p}_{n} \leq 1$, we get that $c_{n}$ is bounded. Therefore $\bar{p}_{n} / c_{n} \rightarrow 0$ implies $\bar{p}_{n} \rightarrow 0$, and hence
$c_{n} \rightarrow 0$ too. Since $c_{n} \sim \sqrt{\operatorname{Var}(X) \sum_{k=1}^{n} p_{k, n}^{2}}$ [for numerical sequences we write $a_{n} \sim b_{n}$ if $a_{n} / b_{n} \rightarrow 1$ ], we obtain

$$
\lim _{n \rightarrow \infty} \frac{\bar{p}_{n}}{\sqrt{\sum_{k=1}^{n} p_{k, n}^{2}}}=0
$$

as claimed.
Sufficiency. Put $c_{n}=\sqrt{\operatorname{Var}(X) \sum_{k=1}^{n} p_{k, n}^{2}}$ for the norming sequence. Then $\sum_{k=1}^{n} p_{k, n}^{2} / c_{n}^{2}=\operatorname{Var}(X)^{-1}$ and $\bar{a}_{n}=\bar{p}_{n} / \sqrt{\operatorname{Var}(X) \sum_{k=1}^{n} p_{k, n}^{2}} \rightarrow 0$, so by Theorem 1 the statement follows.

Proof of Theorem 4. First consider the case $\alpha=2$. It is well known that $F \in \mathbb{D}(2)$ if and only if

$$
\begin{equation*}
\lim _{x \rightarrow \infty} \frac{x^{2}[F(-x)+1-F(x)]}{\int_{|y| \leq x} y^{2} \mathrm{~d} F(y)}=0 . \tag{6}
\end{equation*}
$$

By (6) we have

$$
\sum_{k=1}^{n}\left[F\left(-x /\left|a_{k, n}\right|\right)+1-F\left(x /\left|a_{k, n}\right|\right)\right]=o(1) \frac{1}{x^{2}} \sum_{k=1}^{n} \int_{|y| \leq x /\left|a_{k, n}\right|} a_{k, n}^{2} y^{2} \mathrm{~d} F(y),
$$

where $o(1)$ is meant as $o(1) \rightarrow 0$, if $n \rightarrow \infty$. By (3) the sum after $o(1)$ on the right-hand side of the equality is bounded for $x$ small enough, and using (2) it is easy to see that it is bounded for all $x>0$. Thus the right-hand side goes to 0 . Since the left-hand side converge to $L(x)-R(x)$, where $L$ and $R$ are the Lévy functions as in (2), we obtain that both Lévy functions are identically 0 , which means that the limit distribution is necessarily normal.

Now let $\alpha<2$. Suppose that the components are nonnegative. According to the characterization of $\mathbb{D}(\alpha), F \in \mathbb{D}(\alpha)$ if and only if

$$
\begin{array}{r}
\frac{F(-x)}{1-F(x)} \rightarrow c, \quad \text { as } x \rightarrow \infty, c \in[0, \infty], \text { and } \\
\frac{1-F(x)+F(-x)}{1-F(k x)+F(-k x)} \rightarrow k^{\alpha}, \quad \text { as } x \rightarrow \infty, \text { for each } k>0 \tag{8}
\end{array}
$$

Consider the case when $0<c<\infty$. Then by (7) $F(-x)=(c+o(1))[1-F(x)]$, and hence

$$
\frac{[1-F(x)](1+c+o(1))}{[1-F(k x)](1+c+o(1))} \rightarrow k^{\alpha}
$$

as $x \rightarrow \infty$, where now $o(1) \rightarrow 0$ as $x \rightarrow \infty$. This implies

$$
\frac{1-F(x)}{1-F(k x)} \rightarrow k^{\alpha} \text { and similarly } \frac{F(-x)}{F(-k x)} \rightarrow k^{\alpha}
$$

as $x \rightarrow \infty$. Applying this now for fix $x$ and $n \rightarrow \infty$ we obtain $1-F\left(1 / a_{k, n}\right)=$ $\left(x^{\alpha}+o(1)\right)\left[1-F\left(x / a_{k, n}\right)\right]$, where now $o(1) \rightarrow 0$ as $n \rightarrow \infty$. Summing from 1 to $n$

$$
\sum_{k=1}^{n}\left[1-F\left(1 / a_{k, n}\right)\right]=\sum_{k=1}^{n}\left(x^{\alpha}+o(1)\right)\left[1-F\left(x / a_{k, n}\right)\right] .
$$

By (2) the left side converges to $-R(1)$, the right converges to $-x^{\alpha} R(x)$, which means that $R(x)=R(1) / x^{\alpha}, x<0$. Similarly $L(x)=L(1) / x^{\alpha}, x>0$. Now the proof of $\sigma=0$ is routine. These together implies that the limit is stable.

If $c=0$ or $c=\infty$ the ideas are the same. The only different that in this case one of the Lévy functions vanishes.

If the components are arbitrary, then handling the positive and negative weights separately, the proof is a trivial modification of the above special case.

Proof of Theorem 5. As before we may assume that the weights are nonnegative. Suppose indirectly that $X \notin \mathbb{D}_{p}(2)$. By the well-known characterization this means that

$$
\liminf _{x \rightarrow \infty} \frac{x^{2}[F(-x)+1-F(x)]}{\int_{|y| \leq x} y^{2} \mathrm{~d} F(y)}>0 .
$$

Choose $a>0$, which is smaller than the liminf above. Hence if $x$ is large enough, we have

$$
x^{2}[F(-x)+1-F(x)]>a \int_{|y| \leq x} y^{2} \mathrm{~d} F(x) .
$$

Since $\bar{a}_{n} \rightarrow 0$ we obtain

$$
\sum_{k=1}^{n}\left[F\left(-x / a_{k, n}\right)+1-F\left(x / a_{k, n}\right)\right] \geq a \sum_{k=1}^{n} \frac{a_{k, n}^{2}}{x^{2}} \int_{|y| \leq x / a_{k, n}} y^{2} \mathrm{~d} F(y)
$$

By (4) the left-hand side goes to 0 , so the right-hand side also does, which implies by (5) that $\sigma=0$. The contradiction proves the statement.

Proof of Theorem 6. We assume as before that the weight sequence is nonnegative. If $\mathbf{E}\left(X^{2}\right)<\infty$ then the statement is obvious, therefore we suppose that the variance is infinite. In this case, as we mentioned before, the second term in (5) is superfluous. The definition of balancedness implies that there exists $K>1$, such that $\bar{a}_{n} / a_{k, n}<K$, for each $n$ and $k=1, \ldots, n$. Then writing $1 / K$ instead of $x$ in (4) we obtain

$$
\sum_{k=1}^{n} \int_{|y|>\frac{1}{K a_{k, n}}} \mathrm{~d} F(y) \geq \sum_{k=1}^{n} \int_{|y|>1 / \bar{a}_{n}} \mathrm{~d} F(y)=n \int_{|y|>1 / \bar{a}_{n}} \mathrm{~d} F(y),
$$

and since the left side tends to 0 , so does the right.
Rewriting the left side of (5), without the second term, we have for $\varepsilon=1$

$$
\begin{aligned}
\sum_{k=1}^{n} a_{k, n}^{2} \int_{|y|<1 / a_{k, n}} y^{2} \mathrm{~d} F(y)= & \sum_{k=1}^{n} a_{k, n}^{2} \int_{|y|<1 / \bar{a}_{n}} y^{2} \mathrm{~d} F(y) \\
& +\sum_{k=1}^{n} a_{k, n}^{2} \int_{1 / a_{k, n} \geq|y| \geq 1 / \bar{a}_{n}} y^{2} \mathrm{~d} F(y),
\end{aligned}
$$

and for the remainder term

$$
\begin{aligned}
\sum_{k=1}^{n} a_{k, n}^{2} \int_{1 / a_{k, n} \geq|y| \geq 1 / \bar{a}_{n}} y^{2} \mathrm{~d} F(y) & \leq \sum_{k=1}^{n} \int_{1 / a_{k, n} \geq|y| \geq 1 / \bar{a}_{n}} \mathrm{~d} F(y) \\
& \leq n \int_{|y| \geq 1 / \bar{a}_{n}} \mathrm{~d} F(y),
\end{aligned}
$$

which tends to 0 . This means that

$$
\sum_{k=1}^{n} a_{k, n}^{2} \int_{|y| \leq 1 / \bar{a}_{n}} y^{2} \mathrm{~d} F(y) \rightarrow 1
$$

as $n \rightarrow \infty$. Finally, since $n \bar{a}_{n}^{2} / K^{2} \leq \sum_{k=1}^{n} a_{k, n}^{2} \leq n \bar{a}_{n}^{2}$, we obtain

$$
1 \leq \liminf _{n \rightarrow \infty} n \bar{a}_{n}^{2} \int_{|y| \leq \frac{1}{\bar{a}_{n}}} y^{2} \mathrm{~d} F(y) \leq \limsup _{n \rightarrow \infty} n \bar{a}_{n}^{2} \int_{|y| \leq \frac{1}{\bar{a}_{n}}} y^{2} \mathrm{~d} F(y) \leq K^{2} .
$$

From this boundedness we show that $F \in \mathbb{D}(2)$, with the same idea as in [4] p. 181. Put $\chi(x)=\int_{|y|>x} \mathrm{~d} F(y)$ and $H(x)=\int_{|y|<x} y^{2} \mathrm{~d} F(y) / x^{2}$. Now $\bar{a}_{n} \rightarrow 0$ implies that for each $x$ large enough we can find $n \in \mathbb{N}$ such that $1 / \bar{a}_{n}<$ $x \leq 1 / \bar{a}_{n+1}$. Then clearly $\chi(x) \leq \chi\left(1 / \bar{a}_{n}\right)$ and $H(x) \geq H\left(1 / \bar{a}_{n+1}\right)-\chi\left(1 / \bar{a}_{n}\right)$. Thus

$$
\frac{\chi(x)}{H(x)} \leq \frac{n \chi\left(1 / \bar{a}_{n}\right)}{n H\left(1 / \bar{a}_{n+1}\right)-n \chi\left(1 / \bar{a}_{n}\right)} .
$$

We have just seen above that $n \chi\left(1 / \bar{a}_{n}\right) \rightarrow 0$ and $n H\left(1 / \bar{a}_{n}\right)$ is bounded, thus $\chi(x) / H(x) \rightarrow 0$, as $x \rightarrow \infty$, which is exactly the same as (6), that is $F \in \mathbb{D}(2)$ as claimed.
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