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Abstract It was recently noticed that lemniscates do not survive Laplacian
growth [12] (2010). This raises the question: “Is there a growth process for
which polynomial lemniscates are solutions?” The answer is “yes”, and the
law governing the boundary velocity is reciprocal to that of Laplacian growth.

Viewing lemniscates as solutions to a moving-boundary problem gives a
new perspective on results from classical potential theory, and interesting prop-
erties emerge while comparing lemniscate growth to Laplacian growth.
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1 Introduction: Lemniscate growth is “reciprocal” to Laplacian
growth

In this work we heavily rely on concepts (like Green’s functions, harmonic
measure, equilibrium measure or balayage) and basic result from potential
theory. For these see [19], [14], [23] or [22].

Suppose {L£;} is a one-parameter family of domains in C = R?, and let L,
be the boundary curves. Recall that {£;} is called a Laplacian growth process
with sink at zg € L, if the normal component of the boundary velocity V' (z) at
a point z € L; coincides with the normal derivative of Green’s function with
pole at zg € Ly:

V(2) = Buge, (2 20). (1)

We are especially interested in the case when the domains {£;} are unbounded
and zg = co. We note that we are taking the convention that gr,(z, z9) has a
positive singularity at zp, so that (1) defines a shrinking domain.

It was observed in [12] that lemniscates are not preserved under Laplacian
growth, except in the trivial case of a circle. Namely, the authors proved the
following

Theorem. Suppose that a family of moving boundaries Ly, (where t > 0 is
time), produced by a Laplacian growth process, is a family of polynomial lem-
niscates |P(z,t)| = 1, where P(z,t) = a(t) H?Zl[z — X ()], and all A;(t) are
assumed to be inside Ly. Then, Ly is a family of concentric circles.

This raises an obvious question.

Question: Is there a growth process that preserves lemniscates?

The answer is “yes” and it is precisely the reciprocal of the Laplacian
growth law described by Eq. (1). To be explicit, consider the problem of finding
a one-parameter family of domains {2; so that the normal component V' (z) of
the velocity of the boundary satisfies

1

V(Z) - 8ng.(2t (Zv ZO) )

(2)

Then an evolution of polynomial lemniscates (different level sets of the modu-
lus of a single polynomial) gives an exact solution to this problem with zg = oc.

Example 1 Let Ty be a fixed polynomial of degree N, and consider the one-
parameter family of domains X} = {z| |Tn(2)| > exp{Nt}}. Then the normal
velocity V(2) of the boundary satisfies (2) with zg = co and with 2, = X;.

Indeed, the lemniscate Iy = {z | |Tn(z)| = exp{Nt}} is the boundary of X;.
The Green’s function gy, (-, 00) with pole at infinity of the domain X} is

1
95 (2,00) = - log|[T(2)| ~ 1.

Notice that I is the zero set of g, (z,00), but it is also the t-set of g5, (2, 00),
ie, I ={z| % log|Tn(z)| = t}.
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We recall a general principle. If I} := {z | F(z) = t} are the level sets of
a function F(z), then taking some point z on I; and moving in the normal
direction by Az to obtain a point on some other level curve Iy A¢, we have

F(z+Az) - F(z) At
|Az| Az

Thus, 9, F(z) is the reciprocal of the velocity of the level curves. In our case,
F(z) = % log |Tn(z)|, and we have

1
Viz) = —m—.
( ) 871920(2700)
But since gy, (Zv OO) =95 (Za OO) —t, then angZJo (Z> OO) = Ongx, (Za OO) and (2)
holds for 2, = Y.
|

We propose to call any such process governed by (2) “lemniscate growth”
based on the many exact solutions provided by lemniscates. The purpose of
this survey is first to revisit some results from classical potential theory in
the setting of lemniscate growth, second, to make comparisons to Laplacian
growth, and third, to draw connections to some studies in disparate areas:
domain reconstruction [8], (mem)Brane theory [3], elliptic growth [11], and
non-Newtonian Hele-Shaw flows [5].

In Section 2, we explore basic properties following directly from classi-
cal potential theory. In Section 3, we discuss a conservation law resembling
Richardson’s theorem. In Section 4, we include a strength parameter v(t) in

(2):

_ v
V(Z) - ang.Qt (Z, ZO) ’ (3)

and consider the reverse process, when v is negative, so that the domain (2
is growing. The well-posedness is more delicate in this case and large time
existence relates to a potential theoretic question about so-called electrostatic
skeletons, see Section 4. In Section 5, instead of a single Green’s function we
take a superposition so that there are multiple fixed singularities. An appealing
aspect of Laplacian growth, recently connected to the Whitham hierarchy in
integrable systems [13], is that multiple singularities give rise to “commuting
flows”. We observe that this property fails for lemniscate growth, but holds
for a modified version of it. See the “zero-curvature” condition in Section 5
described by Equation (17). In Section 6, as an addendum to the result from
[12] stated above, we work out an example showing that certain cases of elliptic
growth (a generalization of Laplacian growth) admit lemniscate solutions.
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2 Existence, uniqueness, and regularity

Let us take any simply connected domain {2 that is not all of C, and consider
the problem of finding §2; so that (2) is satisfied. We will see that existence,
uniqueness, and regularity follow from considerations in classical potential
theory. The problem is not only well-posed, but also stable (approaching a
circle in the limit). The reverse-process, i.e. backward-time lemniscate growth,
is generally ill-posed and unstable. As with Laplacian growth, the unstable
direction is perhaps more interesting, and will be discussed in Section 4.

2.1 Existence:

Let 29 € {2y be a fixed point. By the Riemann mapping theorem, there is
a conformal map f : £y — C\ D, with f(29) = oo. The Green’s function
90, (2, 20) of £2o with pole at zg equals log | f(2)|. Let £2; = {z| log|f(2)| > t}.
Then the Green’s function gp, (2, zo) is log | f(2)| —t, and we can argue exactly
as in Example 1 that the boundary of {2, moves with velocity given by (2).

This proves existence, but let us give some additional detail. The curves
orthogonal to I := 0f2 are trajectories of an ordinary differential equation.
In what follows we write z = = + iy and Ju/0z = (ug, —uy) = ugy — tuy. Let
9(2) = g, (%, 20). Consider the vector field

Vg Iz Gy ) 1
(=) |Vgl|? (g%+g§’g%+g§ 0g/0z )

This is analytic since dg/0z is analytic. Consider the trajectory ~,(t) of a
point s € Ij in this vector field. This means that the point moves at any z
with velocity F(z), i.e.

V() =F(ys(t), t>0;  7(0)=s, (5)
where ()’ indicates differentiation with respect to t. 9g/0z is analytic in {2,
and its antiderivative H(z) is a (multivalued) analytic function with real part
equal to g. Now (5) gives

H'(7s(t)7s(t) =1,

so by integration we get that (taking an appropriate branch of H) H(vy4(t)) =
t + ¢, where the constant c is imaginary (since Re(H (7,(0)) = g(7s(0)) = 0).
Thus, g(vs(t)) = ¢, i.e. the points v,(t), s € I, lie on the level curve {z | g(z) =
t}. The curves ~,(t), t > 0, are called Green lines, and they are orthogonal
to the boundary curves I (this follows from the fact that () moves in the
direction of the gradient of g which is orthogonal to the level curves I). These
Green lines run from I to zg.
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Ezxample 2 Consider the potential field

G(z) = / log |z — £]dp(€)

generated by a unit charge distribution p lying exterior to 2 := {z | G(z) >
vo}. Then zy = o0, g(z) = G(z) — vy, and the Green lines are the paths of
charged particles when placed in this potential field.

If the total charge of p is not 1 but 1/, then g(2) = A(G(z) — vg), and in
this case the level sets {z| G(z) =t} move with velocity equal to A times the
reciprocal of the normal derivative.

2.2 Uniqueness:

Suppose {f)t} is another growth process where the boundary moves with ve-
locity equal to the reciprocal of the normal derivative of the Green’s function
94,(+, 20) and 20 = 2. To show that 2, = £2,, consider the level domains of
the Green’s function gg (- 20):

Qt,‘r = {Z ‘ gﬁt(Z,Z()) > T}, 7> 0.

For this

gf)t_ﬁ_('a ZO) = g_(}t('a ZQ) =T

Since, in small time 7 > 0 a boundary point z € I} moves to a point z(7)
where the value gp (2(7),20) is about 7, we get that no matter how small
n > 0 is, for small 7 > 0 we have

Qt7(1+n)r - Qt-‘rT - QL(lf’V})T?
so at a point w € (2, we have for small 7 the inequality
9p,(W0,20) = (L=mT 2 g5, (w,20) = gg, (-, 20) — (L +n)T.

Thus,
agﬁt (w, 20)

=-1
ot ’

and so
90, (w7 ZO) =99, (w, ZO) -t
But the right-hand side is just gg, (w, z0), so

gfzt (w’ ZO) = th <w7 ZO),

which shows (say upon letting w tending to the boundary of f)t) that 2, = (2
for all ¢.
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2.3 Regularity:

Since the boundaries 0(2; are images of circles under a conformal map, they
foliate 2y by analytic, non-singular curves shrinking to the point zg.

3 Conformal invariance and conserved quantities

Since Green’s functions are conformally invariant, it follows from the above
discussion that so is lemniscate growth: if ¢ is a conformal map of 2y onto
2y, then the process {£2,} starting at p(£2) with pole at ¢(z) is the same as
the image of the process {{2;} starting at 2o with pole at zo: p(£2;) = .

Let 0, = o0¢,, be the harmonic measure of the point zp with respect to
the domain (2;. This means that o; is a unit measure on I} such that for any
function u which is harmonic in 2; and continuous on the closure of §2; we
have

u(zo) = /F o (6)

Thus, the integrals of functions harmonic in {2; against the measures o; are
conserved during the process.

It is known (cf. [22, (I.4.8) and Theorem II.1.5]) that if ds; is the arc
element of I}, then
i ag(a ZO)
2r On

The preceding formula shows that for ¢; < to the measure oy, is the balayage
of the measure o;, onto I}, (out of C\ 2,). The reverse, i.e. that for ¢; < t,
the measure oy, is the balayage of the measure oy, onto I}, (out of £2;,) is also
true, and follows from the next invariance. Also note that in the case zg = oo
the measure oy is precisely the equilibrium measure of I3.

If u is harmonic in C\ §2;,, then the integrals f I, udoy are still preserved
for 0 < t < tg. Indeed, take two such t: 0 < t; < tg < tg, and write up Green’s
formula for the ring domain enclosed by I, and I},. We get

dg dg B ou ou
[, wgnten - / “on P / Iomn ~ / 97m e

“1

dgt720 =

In both integrals on the right g is constant (= t; resp. t2), and, again by
Green’s formula,

ou

His,, =0,  j=1,2
th 6n

So the left-hand side is zero for all £; and t3, and we obtain that

/F oy (8)
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is constant. In the case of Example 2 we get

/ udoy = /\/udu7
I

and in the case of lemniscates Iy = {z||Tn(2)| =t} we have

/Ft udoy = % Zu(z),

where the summation is taken for the zero set Z of Ty (counting multiplicities).
This formula can be summarized by saying that lemniscates are a type of
generalized quadrature domain, namely, they admit a quadrature formula for
integration of harmonic functions w.r.t. equilibrium measure.
When zy = oo, then the convexity of the boundary curves I} is preserved.

Indeed, let ¢ = @, be the conformal map from the exterior of the unit
disk onto (2. Then g, = log|p~!|, and I}, = p(C;), where C; is the circle
{z | |z] = t}. The convexity of I} is equivalent to the condition (see [18,
Theorem 2.9])
/
Re -2 ) S0 s (9)
p(2)
Now ¢0,(2) = ¢n,(tz), and then (9) implies
o (z o (2t
Re z(p“ot( ) :Zt‘PQo( ) > 0, |z| > 1.

0, (2) P, (2t)

3.1 A minimality property

The curves Iy, 0 < t < T, are pairwise disjoint and they fill the region G
lying in between I'y and I7p. The same is true of the orthogonal family of Green
lines 5, s € Iy. Now there are many other smooth families I + connecting I
and I'r, and for them we can form the corresponding orthogonal family 7s(¢)
parametrized so that ,(t) € I}, 75(0) = s € Iy. Let s = s(7), 7 € [0,27], be
a parametrization of Iy. Then J(7,t) := F4)(t), 7 € [0,27], 0 <t < T, is a
parametrization of the points in the domain Gp. Using the argument at the
beginning we get then that if the function w is defined on Gr by u(5(7,t)) = t,
then I are the level curves of u and

5 7@7 Vu Uy Uy
%_8t_|Vu|2_ u +ul’uZ 4 )

Now

1 1 1 [% |3,
ds(7) / |’Z |d7’
0

2 I W Com el
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is the average reciprocal speed of the boundary on I'; (sort of average resistance
when transferring charges, since 1/|%;| is the time needed to transfer a fixed
but small amount of charge), and

2m
97|
—d§(T)dt = / / drdt 10
27TT/ /Ft "Vt t 27TT "Yt ( )

can be called the average reciprocal speed of the boundary of the motion {I}}.
We always have V > 1 with equality only for the lemniscate - growth. Indeed,
|7+ ||3¢|d7dt is the area element, and |5;|~2 = |Vu|?. Hence V is nothing else
than the Dirichlet integral

1

2

and on the boundary of Gr the function u coincides with g. By Dirichlet’s

principle ([23, Section 1.5]) this integral is minimal when u is harmonic, i.e.
when it agrees with g. In this case 4 = 7, and on I; we have (see (7))
1|y 11 10

el , 9 g5, —

2l 2wl 2ném

so all the inner integrals in (10) are equal to 27, from which V =1 follows in
this case.

4 The reverse process, electrostatic skeletons

In general, if A is a parameter and the boundary of {2; moves with velocity
equal to A times the reciprocal of the normal derivative, then the only difference
in the above construction is that, instead of (5), we have

'Ys(t)/ = AF(ys(t), t>0; 75(0) = s,

the solution of which is g(vs(t)) = At, so it is the same process, just speeded
up. In a similar manner, if A\ is a negative parameter, then we still get the
same process, but going backward in time (i.e. in this case the domains (2, are
growing, while in the A > 0 case they are shrinking).

For definiteness consider the case when the pole zg is at infinity. Starting
from a nice domain 2y (containing oo) with an analytic Jordan curve as its
boundary, the process can run backwards so long as the boundary consists
of a single analytic curve. Further continuation may be possible by allowing
non-simply connected domains.

Let ty be the smallest number for which the process can run backward for
all t > tg.

Suppose that, as in an ideal case, there is a compact set K of positive
capacity with connected complement and empty interior, and Uy, 2, = C \
K. Then, in {2y, the equilibirum measure of the set K generates the same
logarithmic potential as the equilibrium measure of C \ 2y (which in turn is
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the same as the equilibrium measures of Iy = 9£2y). This follows from the fact
that for zp = oo the measure oy in (6) is the equilibrium measure of I'; and, as
t — tg, the equilibrium measures of I; = 9£2; tend to the equilibrium measure
of K.

More generally, a measure p supported on (but not necessarily the equilib-
rium measure of) a compact K C C\ £2p with empty interior and connected
complement is called an electrostatic skeleton of (2 if it generates the same
logarithmic potential as the equilibrium measure of C\ (2.

The problem if an electrostatic skeleton exists is essentially an inverse
balayage problem. Indeed, if i is supported on K and in {2 we have

/1og |z — tldu(t) = /log |z — t|doo(t), z € {2y, (11)

where o0y is the equilibrium measure of I, then the balayage of u onto Iy (out
of C\ £2y) must coincide with . The converse is also true: if the balayage of u
onto Iy coincides with o, then (11) holds. Thus, the problem of electrostatic
skeleton is to find an appropriate set K C C\ 2y and a measure x on K such
that the equilibrium measure of the boundary I} is the balayage of p onto I.

Ezample 8 Let K be a compact subset of C with connected complement and
empty interior, and let p be a unit measure on K. Set

M= max/10g|z — t|du(t),

and for a vg > M consider

Qo—{z

Then p is an electrostatic skeleton of 2y, and the growth process

.Qt:{z

can run backward to at least the time point M — vy.

[ 1081z ante) > }

/log Iz — eldpsc (&) > vo + t} . t>o0,

Counsider, for instance, a polynomial lemniscate 2y = {z | [In(2)| = 1}
with IV poles as in the introduction. This corresponds to the case of Example
3 when K is the zero set of T, and p is the normalized counting measure
on the zeros. In this case M = —o0, so the process can run backward forever.
During the reverse process the boundary curve breaks into N components,
and in the long run these components shrink into single points.

Ezample 4 Let now K be a regular compact subset of C (regular with respect
to the Dirichlet problem in C\ K) with connected complement and empty
interior, and let p be the equilibrium measure of K. In that case

M = max/log |z — t|du(t) = log cap(K),
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where cap(K) denotes the logarithmic capacity of K, and the process in Ex-
ample 3 can run backward precisely to time ty = logcap(K) — vg, and the
domains {2, t > ty cover the whole complement of K.

A special case of this is when (2 is the complement of an ellipse: in that
case {2y has an electrostatic skeleton which is the equilibrium measure of the
focal segment.

Let us refer to p as an equilibrium skeleton in the special case when it
is the equilibrium measure of its support, as in Example 4 above. Actually,
Example 4 describes all equilibrium skeletons with positive capacity for which
the domains (2; fill the complement of K: if K is of positive capacity, then

th(z,oo):%\K(z,oo)+to—t, t>ty, z € (.
Example 5 Let {2y be the infinite complement of a regular n-gon, and Iy =

0§25. We show that in this case {2y has an electrostatic skeleton which is not
an equilibrium skeleton.

Cal

Let S be the star shaped union of the segments joining the center of {2y to
each vertex, and let I's be the boundary of the domain C\ S. Note that, as we
circle around g, we traverse each segment of S twice in opposite directions,
see Figure 4.

Let g be the Green’s function of {2y with pole at infinity. Since g is a
harmonic function vanishing on I'y = 92y, the reflection principle extends g
across each segment by odd reflection. Let w € 29 and consider the function
u(z) = log|w — z|. If I}, t > 0, is the boundary of the domain (2, obtained
from 2y by lemniscate growth (with pole at infinity), then, for small ¢, u is
harmonic in the ring domain lying in between I's and I;. By Green’s formula
for this ring domain,

dg dg ou ou
L ds — —~ds = —ds — —d
/Ftu8n s /psuan s /than s /psgan %
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from which we get for t — 0

Jdyg / dg / ou / Ju
u—-=—ds — u——ds = g—ds — g—ds.
/Fo On re On r, on rs On

In the first integral on the right g vanishes. In the second integral, each segment
of S is traced twice in opposite directions. By the symmetry of the domain 2,
and since g was extended by odd reflection, the value of g on the two sides of
any segment of S is the same. But the normal derivatives g—ﬁ on the two sides
are each other’s negative, so the second integral on the right-hand side is also

zero. Therefore, both integrals on the right vanish, and we have

[ toglo =% as(q) = [ toghu- a0, we
I I's

n on

In view of (7) (with zp = co) this proves that the measure

1 99(¢)
———==d

— o 450
defined on S is an electrostatic skeleton of {2y with support K = S (here n is
either normal to S, and we wrote 1/7 and not 1/27 as in (7) because the two
sides of every segment of S must be combined together).

The above example was worked out (but not published) by E. Mina-Diaz
and E. B. Saff [21]. Some examples of irregular polygons have also been dis-
cussed by Mina-Diaz, Saff, and N. Stylianopoulos [17].

It is an open problem, due to E. B. Saff [21], which sets have an electrostatic
skeleton. In particular, does the (infinite) complement of any convex polygon
have an electrostatic skeleton? In other words, if I" is a convex polygon, is
there a p with support K (having empty interior and connected complement)
lying inside I" such that outside I" the measure p and the equilibrium measure
of I' generate the same (logarithmic) potential field?

This problem is seemingly analogous to the skeleton problem solved in
[9] for area measures (which is to generate the same potential that the area
measure generates), but actually it is very different: while the latter one is
additive in many cases (the skeleton of a union is the union of skeletons), the
former one is never additive. As explained in [9], the “mother body” (inverse
balayage of area measure) for a convex polygon is supported on some union
of segments lying on the angle bisectors. For the regular n-gon (Example 5
above) the electrostatic skeleton (or “Madonna body”, cf. [8]) happens to
have support located on the angle bisectors, but for irregular polygons this
need not be the case, and the support typically includes nontrivial curves [17].
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4.1 The multiply connected case

If £2 is m-connected, then the Green’s function gg, may have at most (m —1)
critical points where the vector field F' in (4) is not analytic (has poles), and
some of the Green lines may terminate at critical points. Still, the process
£2; is continuous and the boundary curves I} are analytic with finitely many
exceptions of the parameter ¢ where the domain changes connectivity remi-
niscent of bubbles merging in Laplacian growth (see the example in Section 6
below). Conformal invariance, and the invariance of integrals against harmonic
measures still hold. For large ¢ the domain {2; becomes simply connected.

5 Multiple singularities and commuting flows

Following [24] and others, we consider the Laplacian growth process with mul-
tiple singularities by taking a superposition of Green’s functions in (1):

V(Z) = Zyiangﬁt(zazi)v (12)
i=1

where z; are in £;. Similarly, modify the condition (2) for lemniscate growth:

1
Z:’il Viang-ot (Z7 Zl) ’

An interesting property of lemniscate growth emerges: the interior and ex-
terior domains of a single evolution of polynomial lemniscates {z | |Tn(2)] >
eNt} simultaneously solve separate problems. Namely, the exterior of the curve
I; shrinks according to (2) with singularity at zg = co (by Example 1), while
the interior of Iy grows according to (13) if we take the points z; to be at the
zeros of the polynomial T (z) and v; = 1/N. Indeed, notice that the balayage
measure of ¢, out of the interior domain 2 is (9n90, (2, 2;)/27)ds(z), so the
total balayage is their sum. If we divide this by N, then the so obtained mea-
sure has constant potential on the boundary, so it is the equilibrium measure,
and we can use (7).

Except for concentric circles, this is never the case for quadrature domain
solutions of Laplacian growth. Only one side of the curve (interior or exterior)
can be a Laplacian growth. To give some idea, suppose that a quadrature do-
main has a Schwarz function that extends meromorphically into the domain
with only simple poles and real residues. Then an evolution of such a quadra-
ture domain with poles at fixed positions solves the problem with the weights
v; determined by the rates of change of the residues. The exterior domain can-
not be interpreted as a Laplacian growth, because the Schwarz function has
time-dependent branch cut singularities (except in the case of a circle).

Intimately connected with Richardson’s theorem [20] is the fact that Lapla-
cian growth involving multiple singularities gives rise to commuting flows. For
instance, consider two separate sinks, positioned at a and b, and some initial

V(z) =

(13)
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domain £2;. Imagine evolving the domain for some amount of time 7(*) accord-
ing to (1) using the normal derivative of the Green’s function g(z,a). Then run
the process for some additional amount of time 7®) using the normal deriva-
tive of the Green’s function g(z,b). If we start over and do this in the other
order (but for the same amount of time at each sink), we will acheive the same
final domain at time 7(®) 4+ T®)_ In other words, each sink generates a flow on
the space of domains containing it, and the flows generated by different sinks
commute. For a proof, see [24, Section 2.4]. The fact that the flows commute
is surprising, and it is not the case for lemniscate growth.

The infinitesimal version of the commuting flows can be seen as a con-
sequence of Hadamard’s variational formula. Consider a perturbation of the
boundary of a domain in the normal direction, by dn = ep(s) where p(s) is a
function of arc length s. We recall [6, Chapter 15] that the first variation of
the Green’s function is

590(2.b) /8 0,90(C.D)Dhgn(C.)onds(C)

Let 7@ and T® denote the time parameters with respect to the two
flows generated by Laplacian growth with singularity at a and respectively b.
Consider the perturbation of {2y by the Laplacian growth with singularity at

a. SO, p(S) = angﬂo (C? (1)1

090, (2,b)

7@ /an 0n92,(C,0)0n90, (€, 2)0nga, (¢, a)ds(C)

By virtue of the symmetry in a and b of the right-hand-side above, we have

ang(Zab) o agflo(zv‘I)
oT@ —  9T®)

(14)

From this equation one can see that taking infinitesimal steps, the two flows
commute. This is often described as a “zero-curvature” condition.

Let us compare this to the case of lemniscate growth. With S(®) and S®
denoting the two time parameters for lemniscate growth with singularities at
a and b, we have

990, (2,b) ngrzo(C b)
as@ / g, (€. 2) 5102 () (15)

The right-hand-side is not symmetric in a and b. Note however, that (15)
implies

1 ag_QO(Z,b) + 8990(2,(1)
2 aS(a) 0S®)

< */ Ong0, (¢, 2)ds(¢) = —2m.
[oX0]

with equality only for a = b, which tells us that the combined change in g,
is at least as large as in the case when the two poles a and b coincide.
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Thus, lemniscates growths with different poles do not commute, and this
leads us to ask if there is a process related to lemniscate growth which does
generate commuting flows.

For a one-parameter family of Jordan curves Iy, let g¢(z, zg) be the Green’s
function of the exterior of I; with zg a point in the exterior of I';. Let z = zy
be a point in the interior. Suppose also that z = 0 is in the interior of I3.
Consider the growth law

log [1 — 21|
V., (2) = ——=—. 16
ZI( ) 8ngt(ZaZE) ( )
Let R and R® denote the time parameters with respect to the two flows
generated by two alternative choices zy = a and z; = b (but with zg fixed).
We will prove the following commutation result again using the Hadamard
variational formula.

OVip(z)  OVa(2)
OR@ — 9RO’

(17)

First consider the variation of the Green’s function g(z, zg) with respect
to the flow generated by z; = a:

99(2,2E) _ Ong(C,2)log |1 — ¢
Wt == [ ot =T a0,

Cancellation in the integrand above leads to a Poisson integral of a har-
monic function,

/ ang(gaz)log ]-_a‘dS(C)_?’ITlOg‘l—a’
a2 ¢ 2

Next we consider

Mo(z) _ los[L= %5 ) dogi-Yllosli—g|
OR@ (Ong(z,2))? (Ong(z,26)*

We notice that this is symmetric in a and b so that we obtain the zero-
curvature condition (17).
|

Note that this also works if you exchange log|1 — a/z| in V, for any h,(z)
where h,(2) is harmonic in £2y. Perhaps in that generality it connects to some-
thing previously studied.
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6 Certain lemniscates do survive certain elliptic growths

In the first Section, we observed that a family of lemniscate domains such as
2 ={z€C||z* - 1| > exp(2t)}, (20)

has boundary velocity proportional to the reciprocal of harmonic measure
at infinity. Starting from a value of ¢ > 0 and letting ¢ decrease, as ¢ passes
through ¢ = 0 (Bernoulli’s lemniscate) the curve breaks into two curves forming
90-degree angles (we note that during bubble break-up in Laplacian growth,
instead of a 90-degree angle there are cusps).

Fig. 1 Elliptic growth with p = |2|? and A = 1/p and sinks located at z = %1.

As observed in Section 5, the complementary domains also satisfy the lem-
niscate growth law, but with two singularities (positioned at +1). We will
see that the same process can furthermore be viewed as a so-called “elliptic
growth”. Following [11], generalize the Laplacian growth process by introduc-
ing the functions A(z,y) and p(z,y) as follows. Let the boundary velocity
satisfy v = A9, p, where p satisfies div(pAVp) = 0, and has prescribed singu-
larities.

Take p = |2]?, and A = % = # The case A = % reduces to a particularly
simple instance of elliptic growth which has been called “weighted Laplacian
growth”. The particular choice p = |2|? (and \ = #), can be interpreted as
limiting equilibrium shapes of an electron cloud confined by a quartic external
field [10].

To see that (20) is an elliptic growth with the specified values of p and
A, we rely on the “elliptic Schwarz potential” and the criterion given by [16,
Theorem 2.2].

First recall that the Schwarz function of a real-analytic curve is the unique,
complex-analytic function that coincides with Z on the curve [4]. An evolution
of domains is a Laplacian growth if the singularities of the Schwarz function
S(z,t) of the domain are independent of time except for simple poles located
at the sinks whose residues change with the rates v; appearing in (12).
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This can be generalized to higher dimensions and to the case of elliptic
growth by defining an elliptic Schwarz potential. It is defined to be the solution
of the following Cauchy problem.

div (ApVu) = 0 near I
U|1—v =q ) (21)
Vul|r = Vg

where the function ¢ is required to satisfy the Poisson equation Ag = p.
4
In the case we are considering p = |2|?, and so we take ¢ = % Since
A = 1/p, the equation div (ApVu) = 0 is just Au = 0. Since u is harmonic,
u, = 3 (uy —iuy) is analytic. Also, the Cauchy data in (21) gives us u, =
1

EZZQ on I'. We can replace Z by S(z), the Schwarz function of I". Moreover,

since both sides of the equation

are complex analytic, the equation is valid not only on I" but everywhere the
right-hand-side is defined.

The Schwarz function for the domain described by (20) is S(z) = /1 + =5,

a = exp(2t). So we have

_ 1 a
uz—mz<1+221>.

Thus, even though the (complex analytic) Schwarz function has a branch
cut, the elliptic Schwarz potential has only logarithmic singularities (u, has
simple poles at z = +1 with residue determined by a). This is exactly what is
required according to [16, Theorem 2.2] in order for the family of domains to
be an elliptic growth with “sinks” at z = £1.

7 Remarks

1. In the above, we relied on electrostatics to provide a physical interpreta-
tion. However, to further pursue the comparison to Laplacian growth, we can
describe a loose connection to non-Newtonian fluids.

In a Hele-Shaw cell, for an interface between an inviscid fluid and a viscous,
non-Newtonian fluid, viscosity is allowed to depend on the gradient of pressure.
Then the Darcy law states that the boundary velocity v is the gradient of the
pressure divided by a function of the gradient of the pressure. Thus, v =
%, where the viscosity u depends on |Vp|2. If 1 is monotone increasing,
the fluid is called “shear-thickening” (e.g., corn-starch and water). If it is
monotone decreasing, the fluid is called “shear-thinning” (e.g., ketchup). In
the case of (2), u(|s|?) = |s|?, so it is shear-thickening, and this choice of
seems like a simple one to consider. In fluid dynamics literature [5], a more
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1+als|?

common choice for the viscosity is u(|s|?) = T s

consider a power-law viscosity like our case.

Unfortunately, in non-Newtonian Hele-Shaw flows, imposing a divergence-
free condition means that instead of being harmonic, the pressure now satisfies
the nonlinear equation div(%) = 0. In some studies [2], though, the
pressure was still assumed harmonic in order to test separately the effects
of changing the PDE versus the effect of changing the Darcy’s law at the
boundary. In this way, lemniscate growth might be viewed as a simplified
model of a special case of a non-Newtonian Hele-Shaw flow involving a fluid
that is shear-thickening.

2. Let {L£;} be a Laplacian growth process with parameter v and with
pole at oo, and let L; be the boundary curves. Is it possible that for infinitely
many t the L; are the same as lemniscates of a Green’s function with pole at
00, i.e. can there be t, — ty and 6,, — 0y such that 2, = Ly where {2, is
a lemniscate growth process with pole at co and with parameter A? By the
computation made in the beginning, the distance from a point z € I}, to I3,
is about (¢, —tg)A/Dn(z) where Dy (z) denotes the normal derivative, while in
Laplacian growth the distance from z € Lg, to Ly, is about (6,, — 0y)vDn(2).
Thus, if I, = Ly, , then Dy(z) = const on Iy,. In the simply connected case
if =1 is the conformal map from (2, onto the exterior of the unit disk, then
Dy (2) = |(¢71)(2)|, so we have |(¢~ 1) (2)| = const, which implies |¢’(w)| =
const on the unit circle. But log |¢’(w)] is a harmonic function outside the unit
disk (also at 00), hence it follows that it is constant, since it is constant on the
boundary. Thus, ¢(z) = cz +d, and I}, = L, is a circle (in which case then
all Iy, L; are circles). Note that this is an alternative version of the theorem
mentioned in the Introduction to the effect that lemniscates are not preserved
under Laplacian growth.

3. In the higher-dimensional case, the condition (2) has appeared in a
more general setting relating to motion of hypersurfaces in Brane Theory.
The lemniscate growths we have considered give exact solutions to the two-
dimensional case if we assume in [3, Eq. (17) on p. 6] that 7 is harmonic, which
was referred to as a “time-harmonic flow”.

It seems that the natural analogue of lemniscates in higher dimensions are
level sets of a function which is a superposition of fundamental solutions to
the Laplace equation, i.e., level sets of:

Z |X*X1|n v — x.|n—27

where ¢; are constants, and x; € R™, or more generally, level sets of potentials

1
X)/Wdﬂ(f)~

4. Part of this paper has been a comparison of quadrature domains and
lemniscates. We note that each can be used to approximate any domain in the
plane having compact boundary. Approximation by lemniscates is established

but some papers [15] do
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in Hilbert’s lemniscate Theorem [19], and for approximation by quadrature
domains, see [7] (cf. [1]).

It would be nice to find some natural interpolation between lemniscates
and quadrature domains. For instance, given n point masses find a smooth
one-parameter family of real-analytic domains {{2;};c[0,1], so that 2y is the
quadrature domain whose exterior potential coincides with that of the n point
masses, and {27 is the lemniscate domain whose equilibrium measure generates
the same exterior potential as the n point masses. Can the homotopy be carried
out in a way that each intermediate domain also has some potential-theoretic
equivalence to the same n point masses?

Acknowledgement: We wish to thank Bjorn Gustafsson, Jens Hoppe, Dmitry
Khavinson, Ed Saff, and Razvan Teodorescu for discussions and helpful sug-
gestions.

References

1. S. Bell, Density of quadrature domains in one and several complex variables, Complex
Variables and Elliptic Equations, 54 (2009), 165 - 171.

2. D. Bonn, H. Kellay, M. Ben Amar, J. Meunier, Viscous finger widening with surfactants
and polymers, Phys. Rev. Let. 75 (1995), 2132-2135.

3. M. Bordemann, J. Hoppe, Diffeomorphism invariant integrable field theories and hyper-
surface motions in Riemannian manifolds, arXiv:hep-th/9512001

4. P. J. Davis The Schwarz Function and its Applications, The Mathematical Association
of America, Buffalo, N. Y., 1974. The Carus Mathematical Monographs, No. 17.

5. P. Fast, L. Kondic, M. J. Shelley, P. Palffy-Muhoray, Pattern formation in non-
Newtonian Hele-Shaw flow, Physics of Fluids, 13 (2001), 1191-1212.

6. P. Garabedian, Partial Differential Equations, 2nd ed., Chelsea Pub. Co., 1998.

7. B. Gustafsson, Quadrature identities and the Schottky double, Acta Applicandae Math.
1 (1983), 209-240.

8. B. Gustafsson, M. Putinar, E. B. Saff, N. Stylianopoulos, Bergman polynomials on an
archipelago: estimates, zeros and shape reconstruction, Adv. Math. 222 (2009), 1405-
1460.

9. B. Gustafsson, M. Sakai, On potential theoretic skeletons of polyhedra, Geom. Dedicata,
76 (1999), 1-30

10. H. Hedenmalm, N. Makarov, Coulomb gas ensembles and Laplacian growth, preprint
(2011): arxiv.org/abs/1106.2971

11. D. Khavinson, M. Mineev-Weinstein, M. Putinar, Planar elliptic growth, Complex Anal-
ysis and Operator Theory, 3 (2009), 425 - 451.

12. D. Khavinson, M. Mineev-Weinstein, M. Putinar, and R. Teodorescu, Lemniscates do
not survive Laplacian growth, Mathematical Research Letters, 17 (2010), 335 - 341.

13. I. Krichever, M. Mineev-Weinstein, P. Wiegmann, A. Zabrodin, Laplacian growth and
the Whitham equations of soliton theory, Physica D. 198 (2004), 1-28.

14. N. S. Landkof, Foundations of Modern Potential Theory, Grundlehren der mathema-
tischen Wissenschaften, 180, Springer-Verlag, Berlin, New York, 1972.

15. A. Lindner, D. Bonn, and J. Meunier, Viscous fingering in a shear-thinning fluid, Phys.
Fluids 12, 256 (2000).

16. E. Lundberg, Laplacian growth, elliptic growth, and singularities of the Schwarz poten-
tial, J. Phys. A: Math. Theor., 44 (2011), 135202.

17. E. Mina-Diaz, E. B. Saff, N. Stylianopoulis, Zero distributions for polynomials orthog-
onal with weights over certain planar regions, Computational Methods and Function
Theory, 5 (2005), 185 - 221.

18. C. Pommerenke, Univalent Functions, Vandenhoeck und Ruprecht, Gottingen, 1975.



Lemniscate Growth 19

19. T. Ransford, Potential Theory in the Complex plane, Cambridge University Press, Cam-
bridge, 1995.

20. S. Richardson, Hele-Shaw flows with a free boundary produced by the injection of fluid
into a narrow channel, J. Fluid Mech., 56 (1972), 609 - 618.

21. E. B. Saff, private communication

22. E. B. Saff and V. Totik, Logarithmic Potentials with Fxternal Fields, Grundlehren der
mathematischen Wissenschaften, 316, Springer Verlag, Berlin, Heidelberg, 1997.

23. M. Tsuji, Potential Theory in Modern Function Theory, Maruzen, Tokyo, 1959.

24. A. N. Varchenko, P. I. Etingof, Why the boundary of a round drop becomes a curve of
order four, AMS university lecture series Vol. 3, 1992.



