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1 Introduction

The Hartman—Grobman theorem is a fundamental result in the local theory of dynamical
systems. It establishes a connection between the qualitative behavior of a nonlinear system and
its linearization around an equilibrium point. The classical theorem states that if a nonlinear
system possesses a hyperbolic equilibrium point, then the qualitative behavior of the system
near the equilibrium point is topologically equivalent to that of its linearization.

The original theorem was obtained by Philip Hartman [20,21] and David Grobman [18]
independently in the 1960s. It has since become a cornerstone of dynamical systems theory.
This theorem provides a powerful tool for analyzing, e.g., stability of nonlinear systems by
reducing the problem to the study of linear systems.

It should be mentioned that the standard framework in Hartman—-Grobman theory relies
on a fundamental assumption about the hyperbolicity of the linearized system. However,
when eigenvalues lie on the imaginary axis, the dynamics can undergo significant changes.
For this reason, the original paper on the linearization theorem has inspired pioneering work
and extensive research, leading to numerous generalizations and extensions.

Speaking about generalizations, it is important to mention results for autonomous systems
in Banach spaces [32,35], linearization for nonautonomous problems [28,33,34] and results for
Carathéodory-type differential equations in Banach spaces [3].

In recent years, there has been growing interest in extending the Hartman—-Grobman the-
orem to the case of random dynamical systems. These systems incorporate the effects of

™ Corresponding author. Email: iryna.vasylieva@aau.at


https://doi.org/10.14232/ejqtde.2025.1.53
https://www.math.u-szeged.hu/ejqtde/
https://orcid.org/0000-0003-2854-8177

2 L. Vasylieva

stochasticity or randomness into the evolution of dynamical systems (see, e.g., [1,14,17]), and
are particularly relevant in modeling real-world phenomena where uncertainties or random
perturbations play a significant role. The generalization of the Hartman-Grobman theorem
to random dynamical systems aims to establish similar qualitative connections between the
behavior of a nonlinear system and its linearization in the presence of random perturbations.
The goal is to understand how the stability properties, attractors, and bifurcations of the de-
terministic system are affected by the stochastic components. Accordingly, extensions of the
Hartman—Grobman theorem to random dynamical systems go back to the works by Arnold [1]
resulting from Wanner [44]. As in the deterministic case, there are many generalizations of
the random linearization theorem, for instance, in [25,26,47], and others.

In linearization theory, a compelling research question revolves around investigating the
smoothness properties of the linearization map, since this allows a better understanding of
the information that is carried from one system to another. Smooth linearization ensures that
invariant manifolds and their geometric structures, such as stable and unstable tangent di-
rections, are consistently preserved. This is important for accurately capturing the flow near
fixed points, periodic orbits, or other invariant sets, allowing to study complex dynamics in
a simplified framework. This research problem is widely explored in deterministic settings.
For example, in [7,37,39] Holder properties of linearization homeomorphisms were estab-
lished. The C!-linearization result for contractions has been obtained in [5, 38, 46]. Significant
contributions in the higher order smoothness within the autonomous context are the results
of Sternberg [42,43], who proved that under certain non-resonance conditions the local con-
jugation between two systems can actually be a C™ map. Later, Belickii [8,9] achieved the
same result under assumptions related to the spectrum of the diffeomorphism that defines
the dynamics.

The authors in [11] delved into the differentiability properties within a particular case of
Palmer’s linearization theorem [33], particularly when restricting the problem to the nonneg-
ative real line. Within this framework, sufficient conditions ensuring that the conjugating map
is a C2-preserving orientation diffeomorphism were obtained. These conditions were estab-
lished under the premise that the linear system was uniformly asymptotically stable. Recent
generalizations and improvements of this result were presented in [12].

Like in deterministic scenarios, the smoothness properties of the conjugating map in ran-
dom dynamical systems were equally intriguing. At this point, it is worth mentioning the
paper [4], where conditions for Holder continuity of the conjugacies on bounded subsets for
infinite-dimensional random dynamical systems with a non-invertible linear part were estab-
lished.

In the paper [6], the Holder continuity of conjugacy for both maps and flows was estab-
lished. Notably, the analysis demonstrated that such continuity could be achieved without
imposing any nonresonance condition. In [27], a proof of a C!# generalization of the random
Hartman-Grobman theorem was presented. Additionally, temperedness for the conjugacy
was obtained, further enhancing the understanding of the relationship between random dy-
namical systems and their associated linearizations.

In [36], stochastic differential equations (SDEs) with non-Gaussian Lévy processes for two-
sided time were studied. Topological equivalence between these SDEs and transformed ran-
dom differential equations (RDEs) with Lévy processes was established. This allowed for a
stochastic Hartman—Grobman theorem for the linearization of SDEs to be proved.

The aim of the present paper is to derive sufficient conditions for C™-linearizations of
random dynamical systems on the nonnegative half-line. The advantage of considering the
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positive half-line is that no information about the past is required, allowing the focus to be
solely on future dynamics. Specifically, the main contribution of the paper can be considered
a generalization of the approach proposed in [12] in several directions.

Firstly, in the class of Carathéodory differential equations. Carathéodory-type models in-
clude, for instance, random differential equations [1,14] where the time dependence is often ir-
regular and non-smooth, as well as control systems [16] with control functions that are merely
measurable in time and not necessarily smooth. The generality of the Carathéodory frame-
work makes it particularly well suited for modeling real-world systems with time-irregular
behavior. Within this setting, we not only derived sufficient conditions for the topological
equivalence of the nonlinear equation and its linearization, but also provided additional in-
formation about the conjugating map. Specifically, we established that the conjugating map
is globally Lipschitz and belongs to the class C. These results hold for arbitrary (possibly
infinite-dimensional) Banach spaces.

Secondly, in the class of random dynamical systems generated by random differential
equations, we obtained both global and local C™-linearization results. These results were
derived under the assumption that the underlying Banach space is finite-dimensional and
provide the foundation to extend our analysis to the class of random dynamical systems
generated by stochastic differential equations (SDEs). To achieve smooth linearization results
for random dynamical systems generated by SDEs, we leveraged the connection between
random differential equations (RDEs) and SDEs established in [22].

The paper is arranged as follows. In the remaining part of this section, we introduce the
basic notations and definitions needed throughout the paper. Section 2 focuses on semilinear
Carathéodory equations, where we establish the smooth topological equivalence results, in-
cluding sufficient conditions for C"-linearizations and detailed properties of the conjugating
map. In Section 3, we apply these results to the setting of random dynamical systems. Specif-
ically, we analyze systems generated by random differential equations (RDEs) and stochastic
differential equations (SDEs), leveraging the connection between RDEs and SDEs to derive
smooth C™-linearization results for the corresponding random dynamical systems. The Ap-
pendix contains some key theorems used in proving our results.

1.1 Preliminaries

Throughout the paper, let I C R be an interval unbounded from above, X be a Banach
space equipped with a norm ||-||, L(X) is the space of linear operator on X, and ((), §) be a
measurable space. Moreover, let {||-[|; , }te1,weq denote a family of norms on X such that

(i) the mapping (¢, w,x) — [|x||; , is strongly measurable,

(ii) there exists a measurable mapping ¢ : I x 3 — (0, 00) such that ¢(-, w) is locally bounded

and
1

oy Xl = < for all X. 1.1
oy 7 < 12l < @) x| forallt el weq, xe w.1)

Furthermore, for a linear operator T € L(X) we define

IT]

s, t,w

= sup |[|Tx||;, foralls,tel, weQ,

Hst,wfl

and obtain ||Tx||, , < [T, llxlls. forallt,s € I and x € X.
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Given this, a function y : I — X is called bounded (for w € ), if
[/l == sup | (), < oo
tel

We write BC,, (I, X) for the set of all bounded and continuous functions y : I — X, which
equipped with the norm ||-|| , becomes a Banach space.

We denote f : I x X — Y as Carathéodory function, Y being another Banach space, provided
the following hold:

* f(-,x) : I — Y is strongly measurable for each x € X (w.r.t. the Borel o-algebras on I
and X),

e f(t,-) : X — Y is continuous for almost all t € I.

Let f : I x X x (3 — X be a mapping such that for every choice of w € () the mapping
f(-,-,w) : I x X = X has the Carathéodory property. Then the equation

x = f(tx w) (1.2)

is called an w-dependent Carathéodory differential equation, and an absolutely continuous map-
ping ¢ : | — X is called a solution of (1.2) (to the parameter w), if the mapping f (-, ¢(), w) is
locally integrable and the identity

0(0) = p(m) + [ f(5,9(5),0)ds a3

holds for all 1p,t € J, where | C I is a subinterval. If in addition the mapping ¢ satisfies the
condition ¢(7) = ¢ then we say that ¢ solves the initial value problem for 7, € X.

The next lemma bridges the integral and differential formulations of solutions to the
Carathéodory equation, providing a tool for analyzing these solutions within a functional-
analytic framework.

Lemma 1.1. An absolutely continuous mapping ¢: | — X solves (1.2) if and only if ¢(t) =
f(t,¢(t),w) for almost all t € ].

The following theorem presents the results on existence, uniqueness and continuous de-
pendence of solutions on initial values and parameters.

Theorem 1.2 ([2, Thm. 2.4, p. 49], [10]). Let f : I x X x Q) — X be a mapping such that, for every
w € O, the mapping f(-,-,w) : I x X — X satisfies the Carathéodory property. Furthermore, let
1,1y : I — R be locally integrable functions such that the two estimates

1£(tx,w) = f(t, %, @) <I1()]|lx — =],
1£ (8,0, )]l < Io(t)

hold for almost all t € I and for all x,% € X and w € Q).

Then for any (7,¢,wo) € I x X x Q the differential equation (1.2) has a unique solution
$(57,¢ wo) : I — X to the parameter value wy, satisfying the initial condition x(t) = &, and
the so-defined mapping ¢(-,-,-,w) : I x I x X — X is continuous.

The mapping ¢ : [ x I x X x () — X provided by Theorem 1.2 is called a general solution
of differential equation (1.2). For all 7,t,t, € I,¢ € X and w € (), this mapping satisfies the
two-parameter group property

p(tr; 7,8, w) = @(ta 1, @(t1; 7,8, w), w). (1.4)
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2 Semilinear Carathéodory equations

In this section, we focus on semilinear Carathéodory differential equations with parameter
and investigate their topological equivalence to linear systems. Specifically, we aim to derive
sufficient conditions for smooth linearization of class C™.

Let I C R be an interval unbounded from above and (Q), §) be a measurable space, A, :
I — L(X) be locally integrable and F,, : I x X — X with a given w € Q.

Consider the system of semilinear Carathéodory differential equations with parameter
w €

X = Aw(t)x + Fu(t, x). (N)

Together with the system (N) consider a linear system
X = Au(t)x. (L)

Lemma 2.1 ([2, Lemma 2.9, p. 56]). Let ¢, : I x I x X — X denote the general solution of the
linear equation (L). Then for any s, t € I the mapping @, : I x I — L(X),

q)(d(tl S) = (Pw(t/ S, ')/
is called the evolution operator of (L) and satisfies the following properties:

(i) each @ (t,s),s,t € I is an element of the group GL(X) of invertible operators in L(X) and the
mapping @, : I x I — GL(X) is continuous;

(ii) the identities

D, (t,t) =Idy,
Dy(t,s) = Dyt r)Pu(r,s),
wa(t,s)*l =Dy (s, t)

hold for all r,s,t € 1.

2.1 Topological linearization

Assume that the following assumptions hold for all w € Q)
(H1) Aw: I — L(X) is locally integrable and there exist reals K(w) > 1 and a > 0 such that

| Pw(t,s) < K(cu)e_‘"(t_s) forallt,se I, s <t (2.1)

Hs,t,w

(HY) F, : I x X — X is a Carathéodory function and there exist reals L(w), M(w) > 0 such

that
Fu(t,0) =0, (2.2)
[Fo (£, )], < M(w), (2.3)
[Fo(t,x) = Fo(t, %), < L(w) [lx — %], (2.4)

for almostallt € I and all x, ¥ € X.
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It is easy to verify that under assumptions (H; ), (H3), the semilinear equation (N) satisfies
the assumptions of Theorem 1.2 with f(t,x,w) = Ay (t)x + Fu(t,x), I(t) := || Aw(t)]| + L(w)
and Ip(t) = 0. Then, for every initial condition x(7) = ¢ and fixed w € Q) there exists exactly
one solution of (N) on I. From now, we denote the general solution of (N) by ¢,.

Before delving into the main result, let us first introduce some technical lemmas. Through-
out the paper, 1) € R is fixed and 7 € I := [19, 00).

Lemma 2.2 (the operator L,). If (Hy) holds, then
Ly:IxX — BC,(I,X), Lo(T,8) = Du(-,T)¢

defines an operator such that L, (T, ) is bounded and linear for all T € 1, w € Q. Moreover, for all
w € Qand ¢ € X, the following holds:

(i) (t,8) — Lu(T,{) is continuous,

(i) Lo(T,§): 1 — X is absolutely continuous.

Proof. Letw € O, T € I,and ¢ € X. Then @, (-, 7)¢ : I — X solves the initial value problem
x = Ay (t)x, x(T) = ¢, and is therefore absolutely continuous.

Without loss of generality, let T < 7 < t. To prove the continuity of the map (7,¢) —
L,(7,¢), consider the following expression:

1£0(T,8) = Lw(T,80) |0 < [P (t, T)G = Poo(t, T) G000 + 1P (£, T) G0 — Poo (£, T) G0l 0,
< K(w)e ™ 018 = Gol| + | (t, T) = Pao(t, T, 160l -

From the continuous dependence of @, (¢, T) on the initial time T, it follows that for any
e > 0, there exists 6 > 0 such that if |7 — | + || — &o|| <, then

[Lw(T,8) — Ew(T/‘:O)Ht,w < K(w)d+ ||&o]l e <&,

where & can be made arbitrarily small. Therefore, the continuity of (7,¢) — L (7,¢) follows.
Moreover, one has

@.1)
L (T OOl = [Pt TG, < Klw)e =7 g, = K(w)e e o) g

(1.1)
< K(w)e* (T 1€l < K(w)e* 0 0(1,w) ||E]| forallg<t  (2.5)

and passing to the supremum over t € I yields || L. (T, &) ||, < K(w)e*™"™)¢(1,w) ||¢]|, which
is the claim. O

Lemma 2.3 (the operator Fy,). If (H1) and (HY) hold, then the nonlinear operator
Fu: BCo(1,X) = BCu(I, X), Fol@) = [ @ul9)Fuls pls)ds  @6)
T

is well-defined, and, for all ¢, ¢ € BCy, (I, X), w € Q) satisfies

170(@) ~ Fol@)ll, < O 15 g, e7)
K(w)M(w)

|F@)ll, < =

(2.8)
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Proof. Let w € Q and ¢,¢ € BCy(L X). Then [ ®u(-,5)Fu(s, ¢(s))ds solves the linearly
inhomogeneous initial value problem x = A, (#)x + F, (¢, ¢(t)), x(10) = 0. Moreover,

¢ @.1) ¢ t
IFo@Ollo < [ 190t 1Fols, @) o 5 < Kw) [ e Bl (5)) 5

23) t
< K(w)M(w)/ e t=s) ds < W forall 7p < 't,
T

0

and passing to the supremum over t € I yields F,(¢) € BCu (I, X).
Furthermore,

IFul @) = Fu @Ol < [ 190 7) e 1o, 905) ~ Fuls, () o

@.1)

k(@) [ N5 9(9) — Fuls G 05

2.4) t
<

SK@)LW) [ e g(s) = G5, s

T
< K(“’ZCL(“J) lp— @l forallm <t

Passing to the supremum over t € [ yields (2.7) for all ¢, € BCy (I, X). Finally, F(¢) is
absolutely continuous. O

Theorem 2.4 (topological linearization of (N)). If (Hy) and (HY) hold with
K(w)L(w) < a,
then there exists a map H,, : I x X — X such that, for every w € Q),s,t € I:
(i) Hy(t,-) is a homeomorphism on X with H,(t,0) = 0;
(ii) the linear equation (L) and the semilinear equation (N) are conjugated in the sense that

Hy(t, @ (t,s)) = ¢u(t,s, Hu(s,-));

(iii) the operators H,(t,-) and its inverse are near identity, i.e. forall ¢ € X, n € X:

K{w)M(w) (w)M(w)
4

and HHw(t,-)*l(iy) —UHW < Ki;

||Hw(t/ g) - g”t,w < o

(iv) the operators Hy,(t,-) : X — X and its inverse satisfy a global Lipschitz condition;
(v) the operators Hy, : I x X — X and (t,x) — H_(t,-)(x) are continuous.

We denote H,, as a (topological) conjugacy between the semilinear equation (N) and its linear part (L).

Proof. For clarity of presentation, we carry out the proof in four steps.

Step 1. We fix T € I, w € Q. Let us define T, : BC,(I, X) x X — BCy(I, X) as

To(9:6,7) = Fol¢ + Lo(T,0)), (29)

where F,, : BCy, (I, X) — BCu(I, X) is introduced in Lemma 2.3 and L, : X — BCy(I, X) is
introduced in Lemma 2.1. We have
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1T (938,7) = Too @ & D) |, BN Fo (0 + Lo (1,€)) = Faol @+ LT, ),
2K (w)L(w) .
< S92 e - gl

for all ¢, € BC, (I, X). Hence, 7, is a contraction uniformly in ¢ € X and in T € I and by
uniform contraction principle (Theorem A 4) there is a unique fixed point ¢ () € BCy (I, X)
of To(+;¢,7) forall ¢ € X, T € I and the mapping (7,¢) — @5 ,(¢) is continuous.

Moreover,
178 0) = T @ & 0| o Z N F (@ + La(T,8) = Fuol@ + LT, )
(27)K(a)le 1 Co(t,E) - (Tré)HT,w
QL) e (7, 0) ¢~ ] 210)

This leads us to conclude that 7,(¢,-,7) is Lipschitz with Lipschitz constant

We“(“m)ﬁ (T, w). Therefore, the mapping ¢ — ¢ (&) is also Lipschitz with Lipschitz
K2(w)L(w)e* ™0 f(1,w)

a—K(w)L(w) :
Furthermore, we show that ¢} ,(¢) satisfies the identity

constant

Pr0(8) = 910 (Pu(r, T)E) (2.11)

for all ¢ € X and almost all 7,7 € L.
Indeed,

Prl®) = [ @ult)Fuls, (OO + @ult,TE) ds

is a unique solution to the initial value problem x = A, (¢)x + F,(t, x + P, (¢, 7)), x(19) = 0.
On the other hand,

0@ (1, T)E) = [ Bt 5) (s, @} (@ur(r, TIEN(S) + Do (b, )Py (7, T)E) ds

-/ : B (t,5)Fuo (5, s (®eo (1, T)E) () + Poo(t, T)) dls

is a unique solution to the same initial value problem. As consequence of uniqueness of
solution we obtain the desired result.

Step 2. Let us introduce H, : I X X — X and G, : I X X — X as follows

Hut,8) = €+ [ @ult,5)Euls 91u(@)6) + @t 9)2) ds
= C+ 9L 1)
Gu(t,n) =n— /TO D, (t,8)Fu(s, pu(s,t,1))ds.
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We can show the boundedness of ¢ — H,,(t,¢) — ¢ and ¢ — G, (t,171) — 1 as follows

t
1Hat,2) =l < [ 190 (85) g0 [l 95 (O)(5) + Pt )81, d

1) t
K@) [ [Eals, 97, (O) + @ult,98) |, ds

K(w)M(w)
14

23) t
< K(w)M(w)/ e~ (=9 ds < forall & € X,
T

and respectively,

t
1Gutst) = ls < [ 19t 100 1Fr (s, @ ) 5
0

K(w)M(w)

for all X.
o orally €

Now, let us demonstrate the conjugation of (N) and (L). First, we claim that
H,(t, ®,(t,7)¢) is differentiable in . Indeed,

Hy(t, @y (t,7)8) = Do (t, )+ /T: @, (t,8)F (S, @0 (Peo (8, T)E) (5) + P (£, 5) Do (£, T)E) ds.

The function ®,,(t,s) is the solution of (L), and the conditions in (H;) guarantee that ®,,
is differentiable almost everywhere with respect to ¢ for t > s. Specifically:

;tq)w(t,S) = Aw(t)q)w(tls)‘

To analyze the second term, we note that (HY) guarantees that F,, is sufficiently regular
for the integral term to be differentiable. Moreover, ¢; () solves (N) and depends on ¢ in a
smooth way through @, (t,s) and the nonlinearity F,. The Lipschitz continuity of F,, ensures
that the solution ¢; (&) is differentiable with respect to t.

Combining all this with the differentiation under the integral Theorem A.7, we can com-
pute the derivative in a direct form:

D ot D (b 1)E)

d d
- 3120t D8+ 910 (Pult, T)E)(E)

= Aw(t) (Pu(t,T)E + Proo (Puo(t, T)E) () + Foo (£ Hoo(t, Puo(t,7)E))
= Aw(t)Ho (t, P (t, 7)) + Fo (t, Ho(t, Po(t, T)E)) -

w
This means that t — H,,(t, P (t, T)¢) solves the initial value problem:
x=Au(t)x +Fy(t,x), x(7)=Hu(T,§).
By the uniqueness of the solution (due to Theorem 1.2), we obtain:
Hy(t, @y (t, 7)) = ¢u(t, T, Hy(T, &) VEEX.

In the same way it can be shown that

Guw(t, @uw(t, s, 1)) = Du(t,s)Gu(s, ) forally € X.
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Step 3. In order to complete the proof and to show that H, (¢, -) is a homeomorphism, we start
with the claim that H,(¢,-) : X — X is bijective. Indeed, for any 1 € X, we have

HatGut s 1)) 2 Gultrulty 7o) + | @t 9, 91(Ca(s, 9t 7))
+ 0 (t,5)Guls, pult, T, 1)) ds

— gult, ) - / (1,55, gt 7)) s

[ @t 9)Fu (s, (Gl gt T )
+ @ (t,5)Gu (s, 9o (t, T,77)))) ds.
If we abbreviate by v(t) = ||[Hy (t, Guw(t, @ (s, t,1))) — 9w (t, T, 1), , then we have

v(t) < /t 1D (£ 5) ] 1,00 1 Feo (8, @10 (Guo (5, @ (8, T, 7)) ) (5)
+ @ (t,5)Ga (s, 9w, T,7))) = Fo (s, 9o (£, T,77)) [|s0ds
< K(w)L(w)/ e 9t (Guls gt T,1)))(5)
+ P (t,5)Gu(s, 9 (t, T, 1)) = @ult, T, 1) s ds

< K@)L(@) [ o0 [ Hofs, @alt5)Gols, pult, 1)) — gl 7 1)l

T

t
< K(w)L(w)/ e =s)y(s) ds < K(WLL(CU) supv(s) forallte I.
T0 sel

Hence, from the above estimate and the assumption K(w)L(w) < «, it follows that v(f) = 0
for any t € I and with t = 7, H, (7, Gu (T, 7)) = 1.

Now we prove that for all ¢ € X, it holds that G, (¢, H, (t,{)) = ¢. We have
Gu(t, Ho(t, Pu (t, T)C))

— Ho(t, Do /cp (t,5) Fu (5, 9o (5, £, Ho(t, Do (£, 7)E))) ds

= Ou(t, 1) + /TO (Fo(s, Hu(s, P (s, T)C)) — Fu(s, ¢uw (s, T, Ho(T,¢)))) ds
=®,(t 1)

Now, if we set t = 7, then G, (1, H,(7,)) = ¢ holds.

As a consequence, for any t € I, H,(t,-): X — X is a bijection, and G (t,-): X — X is its
inverse.

Step 4. In this step, we show that the conjugacy and its inverse satisfy Lipschitz conditions
with Lipschitz constants Ly and Lg respectively, where

K?*(w)L(w) K*(w)L(w) = K3(w)L*(w)e*T=0)¢(T,w)
26 — K(w)L(w)" = 2% a@—K@L(@)

In order to show the claim for the operator G, we start with additional estimates.

Le=1+
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Note that the general solution ¢, (-, T,77) of (N) also solves the inhomogeneous equation
X =Au(t)x +Eu(t, pu(t, T,7)).

Hence, by variation of constants formula (Theorem A.2), we have

t
Pulsi 1) = Pult, )0 + [ Pl DF(T gult, 7)) d,

so we obtain

[P (s, t, 1) — Puls, t/ﬁ)”t,w
t
< ||cI>w(t,s)(;7—;7)||w+/s [P (t, T) |5 0 1 Feo (T, 9o (£, T,17)) = Foo (T, 9o (8, T, 7)) |5 5

t
< K(w)e = Iy — | + K(w) L(w) / e 9w (t, T 1) = Pult, T )l ds.

S

Multiplying both sides by e*(!~%) and using Gronwall’s inequality (A.1), gives us

I9e(,t,17) = @eo (5, £,7) [ €™ <K (c0) XM 1y — 7.

From the estimate above we obtain

(s, 1) = @eo s, 7)o SK (w)el = HKOHOIES) |1y — g1 (2.13)

Now, using (2.13), we have that

t
1Gw(t 1) = Ga(t M1 < [l =17l +K(w)L(W)/ e lu(t5,17) = gt 5,17) | s

T

t
< H77 _ﬁu <1+K2(w)L(uJ)/ e(2a+K(aJ)L(aJ))(l‘S)d5>
To

K2(w) L (w) ]
= <1 e K(w)L(w)) b=l

< Lelln—7l- (2.14)

Now we show that H,, satisfy a global Lipschitz condition. We have
HH‘U(t’g H‘U t C Htw

< e =l + K@) [ e outt oz - 2ot 2]+ 1@ - ghu(@l, |
< e =2l (1+ K@) [ e 09us) + KD gr @)~ gr @1,

o

~ t 3 2 a(T—Tp) _
< Hg_g” <1+K2(w)L(aJ) /TO eZtX(ts)dS> + K (C‘;)(i (_WIZEw)L(Cf)()T/w) Hg_g”

K*(w)L(w) = K3(w)L3(w)e*T=0)¢(T,w) _
= (H 2w T e K@)h{@)) ) e =2l

<Lule-4. 215

Based on (2.14) and (2.15), we conclude that H,(¢,-) and G (¢, -) are Lipschitz, and there-
fore uniformly continuous for any ¢ € I.
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Moreover, it can be shown that the operator H,, : I x X — X and its inverse are continuous.

Indeed, from the continuity of the solution of (L), it follows that for any &; > 0 there exists
d1(to, G0, €1) > 0= [t —to| + [ — Col| <01 = [|Peo(t,5)E — Poo(to,5) 80l < €1-

Thus, at the first step we proved the continuity of the mapping (t,&) — ¢;,(Z). This
means that, for any ¢, > 0, there exists d2(fo,Co,e2) > 0 : |t —to| + || —Col| < 62 =

quzk,w(g) - @Zw(go)Ht,w < &.
Without loss of generality, let 79 < ty < t. In order to prove the continuity of the operator
H,,, we consider the following expression

Hol,8) = Halto,60) =€~ G0+ || @u(t,9)Fu(s, 91O + @u(t,5)0) ds

[ @0, 5) s 0, (E0)5) + @t ) ds = E o

0
fo

+ | (Pultys) = Pulto,s))Fuls, 91w (8)(s) + Pu(t 5)E) ds

+ / Do (to,5) (Fuo(s, i (6) () + o, 9))
— Fw(sl gp?‘olw(go)(S) + qu(tO/S)éO) dS)

+ B (t,5) Fu(s, 91 (2)(5) + Puo(,5)) ds.

Let C = max{||®(t,s)|| ;. : t,s € It > s}, then we obtain

s,t,w

fo
IHs () = Hoolto, 80l o < 12 = oll + M) [ [90(85) = Pl 5),,

to

FL@)C [ i(@)6) = @@ 6], ds
0

+ M(w)C(t — fo) + L(w)C(to — To)E

< 1€ = Coll + (2M(w) + L(w) (e1 +€2)) C(to — 0)
+ M(w)C(t — to),
which proves the continuity of H,, in any (o, o) € I x X.
In the same way, using the continuity of general solution ¢.(s,t,#7) of (N), we know

that for any e3 > 0 there exists d5(fo,{o,e3) > 0 : [t —to| + || —Coll < 03 =

to
G (t1) = Galto 1)y < = 0l +M(@) [ @t 5) = @t )1 5
T

to
FL@WC [ lgulsitm) = @uls,to, o), ds + M(@)C(t — to)
T

< |l = noll + (L(w)es +2M(w))C(to — 1)
+ M(w)C(t — tg),

which completes the proof. O

If we set i = 0 in (2.13), we see that ||y (t,s,u)|;, < K(w)el=aHK@L@)(t=5) ||| which
leads us to conclude that the trivial solution of the (N) is globally uniformly exponentially
stable.
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2.2  Smooth linearization

We write DéFw : I x X — Lj(X) for the j-th order partial derivative of a mapping F, : [ x X —
X with respect to the second variable. And we substitute the assumption (HJ) by the following
condition supposed to hold for some m € IN and all w € ():

(HJ") F, : I x X — X and its partial derivatives DéFw P Ix X = Li(X),1 <j < m, are
Carathéodory functions and there exist reals M;(w) > 0 such that

HDéFw(t,x)Htw < Mj(w) foralmostalltc I, allx € Xand0<j <m. (2.16)

Lemma 2.5 (Differentiation under the integral). Let m € IN, U C X,V C Y be open and f :
U x V — X be such that f(-,y) is integrable for any y € V. Suppose, that for any x € U,y € V,
there exist derivatives Dé f(x,y), and

o] <o

forall 0 < j < m, where g : U — R" is integrable. Then the mapping

= /uf(x,y)dx

is m times differentiable and its j-th derivative is given by

DIF(y) = [ Dhf(x,y)dx
u
forall0 <j<m.

Theorem 2.6 (C"-linearization of (N)). Assume (Hy) and (H}') hold and K(w)M;(w) < a for
all w € Q. Then all statements of Theorem 2.4 hold with H,,(t, -) being a C™-diffeomorphism. In the
present setting, H,, is called a C™-conjugacy between (N) and its linearization (L).

Note that C™-conjugacies guarantee that the integral manifolds of (IN) are tangential to the
invariant linear integral manifolds of (L).

Proof. First, we aim to show that the general solution ¢, (s, t,-) : X — X of (N) is m times
differentiable with continuous bounded partial derivatives D3 Pu i I x I x X — Li(X) for any
neX,s,tcland1 <j<m.

It is well-known (see, e.g., Theorem 1.16 in [40]) that ¢, € C™. Our goal is to show the
boundedness of the partial derivatives.

From the fact that ¢, is the general solution of (N) it follows that, for any n € X, the
mapping ¢, satisfies the equation D1 ¢ (t,s,1) = Aw(t)@w(t,s,1) + Fu(t, 9w (t,s,17)). Then,

D1D3gu(t,s,-) = Aw(t)D3@uw(t,s, 1) + DaF,(t, 9w (t,s, 1)) D3pw(t, s, 1)

and, therefore, Ds3@u(-,s,17) solves the initial value problem x = [Ay,(f) +
DyF(t, 9w(t,s,1m))]x, x(s) = Idx. Hence, by variation of constants formula we have

¢
D3pu(t,s,17) = Pul(t,s) +/ D, (1,5)DaFy(r, 9w (1,5,1)) D3 (1,5, 1) dr,
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and we estimate

t
D39 (t s, 1)1 < /S [P (78)[ls 1,00 [1D2Feo (7, @eo (7,8, 1))l o 1P3 9 (728,17 |, 7

+ || Pw(t,s) < K(w)e (=)

Hs,t,w

t
+ K(@)Mi(@) [ e | Dagus(r, 5,1, .

s
Multiplying both sides by e*(t=5) and using Gronwall’s inequality (A.1), gives us
1D3 e (t5,1) [, €7 < K(w)eK@IM)i=),
From the estimate above, we obtain
1Dseo(t,5,17)|10 < K(w)elKWIM@IZ0(E=),

and the boundedness of the first-order partial derivative follows. Moreover, the bounded-
ness of higher-order partial derivatives can be demonstrated using the same arguments by
induction.

Now our goal is to show that the map 1 — G (t,77) is C™.

This follows from the fact that ¢, (s, t,-) : X — X is C", hypothesis (H}"), and from apply-
ing Lemma 2.5 to the function f(t,1) = P (t,5)Fu(s, ¢w(s, t,17)). To justify the application of
Lemma 2.5, we observe that

ID2f (1, 1)l < MiK? (w)eKLM=20(0),

This allows us to conclude the desired statement and to express D2G,, (t, #7) in explicit form
using the chain rule

t
DGy, (t, 1) =1dx — / D, (t,5)DaF, (S, pu (s, t, 1)) D3gu (s, t, 1) ds. (2.17)
T

From (HJ') and the fact that ¢, is the general solution of (N), it follows that D3¢ (s, t, -)
satisfies the differential equation

X = Ay, (t)x + DoF,(t, (s, t,n))x, x(s)=Idx. (2.18)

Combining (2.17) and (2.18) we obtain
t
DGy (t,) =Idx — | Pu(t,s) (D1D3¢w (s, t,1) — Aw(t)D3@w(s,t, 1)) ds

T
t
:IdX—/ D1 (P (t,s)D3gu (s, t, 1)) ds
T
= &y (t, ) D3¢0 (70, t,17). (2.19)

From Lemma 2.1, we know that ®(t, ) € GL(X) is invertible. Moreover, (2.18) demon-
strates that D3¢, (0, t,%) is a transition matrix of x = [A(t) + D2Fu(t, @w(t,s,1))]x, and
hence it is also invertible. Consequently, the invertibility of D>G,(t,7) follows.

Hence, by Theorem A.5, the map ¢ — G (t,& ) is a local C™ diffeomorphism for any fixed
t € I. As the final step, since we have shown that G, is a homeomorphism, therefore it
preserves the compactness of sets. Thus, we can apply Theorem A.6 to G, which completes
the proof. O
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3 Random dynamical systems

In the previous section, we presented a smooth linearization result specifically for semilinear
Carathéodory differential equations in general Banach spaces. Our current objective is to ap-
ply this result to continuous-time random dynamical systems, considering random differential
equations (RDEs) and stochastic differential equations (SDEs).

RDEs and SDEs are complementary approaches commonly used in the study of random
dynamical systems. Random differential equations, introduced in, e.g., [1,41], and system-
atically treated in [19,23], provide a pathwise framework for modeling dynamical systems
under uncertainty. Their analysis typically relies on existence and uniqueness results for or-
dinary differential equations with Carathéodory-type vector fields [29]. Stochastic differential
equations, on the other hand, offer a probabilistic framework and are well established in both
theory and applications [30,31].

In order to mimic the constructions from [1,44], we restrict ourselves to finite-dimensional
Banach spaces X. Before delving into the details, we first introduce the research object of this
section.

A random dynamical system is an object consisting of a measurable dynamical system and
a cocycle over this system [1], therefore we begin with a definition of a measurable dynamical
system.

Definition 3.1. Let (Q), F,P) be a probability space. We call (), F, P, (6;)c1) to be a measurable
dynamical system (MDS) , if the mapping 6; : () — Q) satisfies the following conditions:

(i) the mapping (¢, w) — 6;w is measurable;
(ii) the family (6;):e; forms a group, i.e. 6y = Idg and 6;15 = 6; 0 6;, for arbitrary s, t € I;

(iii) the mapping 6; is P-preserving, i.e., for arbitrary t € I and F € F, the identity
IP(6,1(F)) = IP(F) holds.

An MDS (Q), F, P, (6;)cr) is called ergodic if every 6;— invariant set has probability 0 or 1,
i.e. if for all F € F satisfying 0, ' (F) = F for every t € I we have either P(F) = 0 or P(F) = 1.

Definition 3.2. A measurable random dynamical system (RDS) on X over some given MDS
(Q), F,P, (6;)ter) is a measurable mapping ¢: I x QA x X — X, (s,w,x) — (s, w, x) form-
ing a cocycle over 0;, i.e., the mapping ¢(t,w) := P(t, w, -) satisfies

l/J(O,aJ) = Idx,
P(s+tw) =yt bw)op(s,w),
for arbitrary s,t € I, and w € Q.

The random dynamical system ¢ is called linear, if the mapping ¢ (¢, w) is linear, continuous,
if the mapping (-, w) is continuous. Furthermore, it is called smooth of class C™, if it is
continuous, the mapping (¢, w) is of class C™ and the derivatives are continuous with respect
to the (¢, x), for arbitrary t € [, w € (), and x € X.

Definition 3.3. Let ® : [ x ) — X be a linear RDS over an ergodic MDS 6;. We define the
Lyapunov exponents of ® for all x € X,x # 0 as

Mw, x) = limsup% | Pt w)x]| .

t—o0
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We denote the distinct values that A(w, x) can take for x # 0 as
—00 < Ay (w) <+ < AM(w).

The value Aq(w) is called the top Lyapunov exponent.
In the setting of the Multiplicative Ergodic Theorem A.8, the sets U, := {x : A(w,x) <
A(w)} are linear subspaces of X, U; := U,,, and they form a filtration (flag of subspaces)

{O}Cuk(w)C"'Clh:X,

where
Mw,x) =Ai(w) <= xeU\U, i=1,... kw).

We say that d;(w) := dim U; — dim U 41 is the multiplicity of A;(w).

In order to apply the results from the previous section to the random dynamical system,
we first answer the following questions:

(1) What is the connection between the semilinear Carathéodory differential equations (N)
and the corresponding random dynamical system?

(2) How should we choose the new norm depending on both time and randomness in order
to achieve our goal?

The answer to the first question is given in the following lemma.

Lemma 3.4. Let (Q), F, P, (6¢)ic1) be a MDS. If ¢, denotes the general solution of the Carathéodory
differential equation (N), then the following statements are equivalent:

(i) The mapping 1, defined as P, (t,x) := @u(t,0,x) is a measurable RDS over (Q), F, P, (6¢)tcr)-
(ii) The general solution of (N) satisfies
Pult, T, %) = ot —7,0,%) G1)
for arbitrary T,t € I and x € X.

Proof. (i) = (ii): From the cocycle property of RDS we know that

Pw(s+10,x) = ¢g.0(t,0, pu (s, 0,x)). (3.2)

Moreover, it is well known that the general solution of (N) satisfies the property

Pw(t2, o, X) = @u(ta, t1, Pw(t1, to, X)). (3.3)
Thus,

3.2 3.3
90(t,7,0) = u((t = 1)+ 7,7,3) ) 95,0 (t— 7,7, 90(7,0,0)) = gp0(t —7,0,2).

(ii) = (i): In order to prove this implication it is enough to check the cocycle property.
Namely,

Pu(s+4,0,%) E 9o (s 415 00(5,0,%) E go0(t,0, 9ul(s,0,x)),

so the lemma follows. O
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To address the second question, we introduce a new norm in the following way. In the
setting of the Multiplicative Ergodic Theorem A.8, suppose that ® is a linear RDS with the
Lyapunov exponents Aq (w),...,)\k(w)(w). It is well known from, e.g., [1], that when 6; is
ergodic, k(w) and A;(w) are independent of w. We assume ergodicity for the remainder of
this paper.

Let a > 0 denote a fixed real constant such that the intervals [A; —a,A; + 4], i =1,...,k,
are disjoint. For w € Qand x = x! + - + 2@ ¢ U (w) D - @ Uy(w)(w), we define a new
norm

el = 11+ o+ [P

, , 1 . ~
where [x'|, = ( [;”[|®(t w)x'||Ze 2Nt dt) 2 for x' € Uj(w). For w ¢ €, we set |x|w = ||x|.
Then (according to [1,44]) the following properties holds

(i) |- |w is a random norm on X;

(ii) for every € > 0, there is a measurable mapping B, : O — [1,00) such that, for every
x € X, and almost every w € Q,and t €I,

1
B (w)
Be(w)e ™ < Be(8iw) < Be(w)e;

€]l < |xfew < Be(w)l|x]],

(iii) for almost every w € O, t € I, and every i = 1,...,k(w),x € U;(w),

e(/\i—a)t < ‘q)(t/w”lli(w)‘ < e(/\ﬁ-a)t,

w,Brw
where |®(t, )|y, (w) o T sup{|®(t, w)x|q,, : x € Ui(w), |x]w < 1}
Yt

It is important to note that the constant a is chosen in such a way that A; + a2 remains a
negative expression for all i = 1, ..., k. In the following, we will focus on the case, when all of
Lyapunov exponents of the system are negative, i.e., Ay < --- < A3 <O0.

Remark 3.5. Let @ be a linear RDS satisfying the Multiplicative Ergodic Theorem A.8 and suppose
D, (t,s) is the evolution operator of a linear random differential equation x = A, (t)x. In this case
(H1) holds with || x|, , := |x|6w, K(w) =1and a = —A1 —a.
Indeed, in [1,44] is shown that ® and ®,(t,s) are related by
D, (t,s) = Dt —s,0;w).
we have

From estimates in (iii) for |®(f,w)|, ..,

Dt @)1l = 1/|9(t, )2 + -+ + [t @)3¥],
< \/(e(A1+ﬂ)t‘xl‘w)2 4+t (e(/\k—&-a)t’xk’w)Z

< e X1+ [

< e(A1+u)t|x’w,

and therefore for all t € I
|D(t, )| wo0 < eMTL, (3.4)
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Thus,
[ Pw(t,s) Hs,t,w = |D(t —5,0:w) |0.000 = [P(t —5,05w)0.0,6, 0.0/

which together with (3.4) gives us
[Pt 5)]ls 0 < M), (3.5)

In the above definition of the family of norms |||, ., , the function ¢ can be chosen as {(t, w) :=
By (6;w), since By(6.w) is locally bounded for any w € Q.

3.1 (™ linearization of random dynamical systems

After establishing the connection between random dynamical systems and Carathéodory dif-
ferential equations, we apply the results of the second section to RDS. To this end, let ® be
a linear random dynamical system on X over the ergodic MDS (Q), F, P, (6;):e1), satisfying
conditions of the MET and generated by the following linear equation

x = A(Biw)x. (3.6)

Together with ® we will consider a random dynamical system ¢ on X over the ergodic MDS
(Q), F, P, (6:)ter), generated by

X = A(6iw)x + F(6rw, x). (3.7)

Assume that ¢ has 0 as a fixed point, i.e. ¥(t,w,0) = 0 for almost all t € I, w € Q. Let the
“nonlinear” part of i be given by ¥(t,w,x) = P(t,w,x) — O(t, w)x.

While the validity of (H1) has already been shown, to satisfy the remaining hypotheses, it
is necessary to impose additional conditions on the random dynamical system.

(Hg ) Assume that for almost all t € I, w € ) and all x, ¥ € X, there exist reals L, M > 0 such
that
¥ (t,w,x)]|gw <M (3.8)

¥ (t, w,x) =¥ (tw, %)|gw < L|x — %|w. (3.9)

Then the following theorem establishes the connection between a random dynamical sys-
tem ¥ and its linearization.

Theorem 3.6 (Topological linearization of RDS). Assume that the linear random dynamical system
D, generated by (3.6), satisfies the assumptions of the MET A.8 and has negative Lyapunov exponents.
Assume that the nonlinear part ¥ of a RDS , generated by (3.7), satisfies (H3). If L < a, then the
RDS 4 and ® are topologically equivalent, i.e. there is a measurable mapping h : QO x X — X with
the following properties:

(i) h(w) = h(w, -) is a homeomorphism on X with h(w,0) = 0 for almost all w € C;

(i) h(w) maps w-orbits of ® onto w-orbits of P in the sense that for every w € Q), arbitrary t € I
and x € X

h(w) o @(t,w)x = P(t, w, h(w, x));
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(iii) h has property of being near identity, i.e. forall {,n € X
M _ M
h(@0,8) = Glow < o and h (@, 7) ~ plow < o,
where x = —A1 —a > 0.
Proof. Applying Theorem 2.4 w-by-w to the system (3.7) with Q replaced by Q) will yield a
mapping h : Q) x [ x X — X, defined as follows

h(w, &) = &+ [, Dt —5,0.0) ¥ (5,050, 9, (£)(5) + Pt —5,05w)E) ds, w € Q, (310)
h(w,&) =0, w¢Q, '
with the inverse
WY (w,n) =1 — fotd)(t —5,0,w0)Y(s,0:w,¥(s,w,m))ds, weQ, (3.11)
hWw,m) =0, wé¢Q, '

such that statements (i) and (ii) holds.
Let us check that the homeomorphism defined in (3.10) and its inverse are near identity.
Indeed, it is easy to verify that

G.11)
‘hil (w, 1) = 1low < 0 |D(t —5,050) [0,0,0,00 [T (5,050, P (5, w, X)) 9,0 d5

(35) rt (3.12) t
< / eMta)(t=s) ['¥(s,0sw, (s, w,x))|gwds < M ethita)(t=s) gg
0 0

M
- =\ —a

Using the same arguments, we obtain

M
—/\1 —a

’h(w/ g) - g’Qtw < ]

Theorem 3.7 (Smooth linearization of RDS). Assume that the linear random dynamical system P
generated by (3.6) satisfies the assumptions of the MET A.8, has negative Lyapunov exponents. Assume

further that all partial derivatives D)Y : I x Q x X — Li(X), 1 < j < m satisfy Carathéodory
property, and, moreover, there exist reals M; > 0 such that

]Dé‘l’(w,x)lgtw <M; foralmostallt € [,we€ O, allx € X,0<j<m, (3.12)

and My < a, &« = —Ay —a, a > 0, then all statements of the previous theorem hold and h(w, -) is a
C™-diffeomorphism.

Proof. 1t suffices to demonstrate that the homeomorphism (3.10) is C™. To do this we express
the Dohi(w,-)~! in a direct form, using the same arguments as in Theorem 2.6 :

Doh(w, )t = ®(t,w) D3y (s, w,-).

Applying Theorem [1, Thm. 2.2.2, p. 60], we see that the determinant det Dy(¢, w, x) satis-
ties Liouville’s equation:

t
det Dy(t,w, x) = exp/ trace DY (05w, ¥ (s, w, x)) ds.
0
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Moreover, the linear part of RDS satisfies:
t
det®(t,w) = exp/ trace ®(t — s, Osw) ds.
0

Therefore, det(®(t, w)Ds(s,w, 1)) > 0 for any t € I, w € Q) which gives us the invertibility
of Doh~!(w,7) and the theorem follows. O

The assurance of the existence and smallness of a Lipschitz constant, as required in the
last theorem, is, of course, not guaranteed in general. Therefore, we will adjust the nonlinear
part of the vector fields by cutting them off when they exceed a certain threshold. This will
bring us to the local linearization result, which is more suitable to stochastic systems and can
be applied in the next section.

For deriving local results from global ones we consider a random dynamical system
having a fixed point at the origin. Our objective is to construct a new random dynamical
system, denoted as ¥, which faithfully reproduces the behavior of ¢ within a localized ran-
dom neighborhood of origin. To make this construction easier, we use the insights from the
following lemmas.

Lemma 3.8 ([44, Lemma 4.2, p. 6262]). Let Ly > 0, (O, F, P, (6;):e1) denote a measurable dynam-
ical system, and consider a measurable mapping F : Q) x X — X such that F(w, -) is continuous with
F(w,0) =0forall w € Q. If

lim |F(w,x) — F(w,y)||
(x)—(0,0) [x =yl

=0 (3.13)

and
sup |F(w,x) — Flw,y)|| 1O, F,P) (3.14)

x| <c llyll<c.xy lx — ||

hold for some ¢ > 0, then there are measurable mappings o : QO — (0,¢], L : Q — R* and
F:Q x X — X, as well as a 0-invariant set Q) € F with P(Q)) = 1 such that the following holds:

(i) if we define the random neighborhood of 0 by
Ulw) ={xe X ||x]| <o(w)}, (3.15)
then the identity F(w,x) = F(w, x) holds for all w € Q) and x € U(w). Additionally, we have
F(w,x) =0forw e Q\Qand x € X;
(i) for arbitrary w € Q) and x,y € X we have
[F(w,x) = F(w,y)lw < L(@)[x —ylo and  [F(w,x)|w < L(w)c,
as well as fol L(6sw)ds < Lo;

(i) forall w € Q and a,b € R with a < b the estimate inf,<;<p 0(0rw) > 0 holds, i.e., the mapping
0 (6rw) is locally bounded away from 0.

Lemma 3.9 ([44, Prop. 4.3, p. 264]). Assume we are given a continuous random dynamical system
Y on X over the ergodic measurable dynamical system (Q, F, P, (0;):er) with fixed point 0, which is
generated by the random differential equation (3.7). If | A|| € LY(Q, F,P), F(w,0) = 0 and

L F@,) ~ Fwy)l _
(x)~(00) 22 =yl
forall w € ), then the following holds

0
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(i) There is a Os-invariant set O € F with P(Q)) = 1, as well as a measurable mapping o -
Q — R* and a continuous random dynamical system P(t,w,x) = ®(t,w)x + ¥ (¢, w, x) over
(Q, F,P, (0:)te1) satisfying (HY), as well as

P(t,w,x) = P(t, w, x) (3.16)

forw e O, x € U(w) and t € Iax(w, x) := {0, tmax(w, )}, where U(w) is defined in (3.15)
and

tmax(w, x) :=sup{t € I : (1, w,x) € U(Orw) forall0 <7 <t} >0. (3.17)

(ii) For every w € Q) we have limy_,g tmax(w, x) = oo. In particular, this implies that for every
choice of w € Q) and Ty € I the existence of a neighborhood U, (w) C X of the origin such that
the equality (3.16) holds for all t € (0, 7)) and x € U (w).

Lemma 3.10. If the conditions of Lemma 3.9 holds, then the nonlinear part ¥ of the newly defined
local random dynamical system < satisfies the assumptions contained in (H3) with Q) replaced by ).

Proof. Let ®,(t,s) denote the evolution operator of the linear random differential equation
x = A(6;w)x. The correspondence between the linear random dynamical system ®(t — s, 6;w)
and ®,,(t,s) shown in Remark 3.5, together with (3.4) implies

‘(I)w(t/ S) Osw,Orw — ‘@(t — S, w)|95w,9tw S e(/\1+u)(tfs) (318)

for arbitrary s < t,w € Q.

Let F denote the mapping guaranteed by Lemma 3.8. Since §(,w, x) solves the initial
value problem % = A(6;w)x + F(0;w, x), x(0) = x, from the variation of constants formula we
have

P(t,w,x) = Dy (t,0)x + /Ot D, (t,8)F(Bsw, P(s,w, x))ds,

and therefore ,
¥Y(tw,x) = / D, (t,8)F(0sw, @iy (5,0)x + ¥ (s, w, x))ds,
0

for arbitrary t € I, x € X and w € Q). This implies the estimate

~ t ~ ~ ~ ~
(0,0 < [ 1019 el FO0, D5, 00+ (5,0, ) s
t 1
< c/ eMFNE=S)] (9 w) ds < ce(A“’”)/ L(6sw)ds
0 0
S Loce(/\lJra),

for any t € [0,1], w € Q and x € X.
Now, our aim is to verify the Lipschitz condition. For any t € [0,1], w € Oand x, 7 € X
we have:

P (t,w,x) —¥(t,w,%)|ow

t ~ ~ ~ ~ ~ ~ ~
< /0 | D (t,9)|0,00,0,00 | F (Bsw, Peo(s,0)x + ¥ (s, w, x)) — F(Osw, Py (s,0)% + ¥ (s, w, X))o, ds

t
< c/ eMFDE=ST(0.0) (| P (s,0) (x — X) |00 ds + [F (s, w, x) — F(s, w, ¥)|g.e0) ds.
0
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Denote by 9(t) := e~ M ¥(s,w,x) — ¥(s,w, X)|g.- Then the last estimation can be ex-
pressed as follows

t t
o(t) < / e_()‘1+“)sL(95w) 1D (8,0)|w,pu0| X — X|wds + / L(65w)9(s) ds
0 0

< |x = %o /OtL(Gsw)ds + /OtL(GSw)l‘}(s)ds.

By applying Gronwall’s inequality, we obtain

t t s ¢
(1) < |x—f|w/ L(Gsw)der/ I — £|wL(6sw) (/ L(Hrw)dr> el Loy dT g
0 0 0

< |x —%|w(Lo+ L%eLO),

for any s,t € [0,1],s <t, x,¥ € X and w € Q.
Finally, we obtain

¥ (t,w,x) —F(t,w, %) o0 < M (Lo + L) |x — %|w,

which completes the proof. O

Now, we are able to formulate a local C™ result as well.

Theorem 3.11 (Local topological linearization of RDS). Let @ be a given continuous random
dynamical system on X over the ergodic metric dynamical system (Q, F, 1P, (6;):e1) with fixed point 0,
generated by the random differential equation (3.7). And and ® be a linear random dynamical system
on X, generated by the random differential equation (3.6). If ® satisfies MET, has negative Lyapunov
exponents, F(w,0) = 0 and

L @0~ Fw,y)]|

-0
(x)—(0,0) [x =yl

for all w € Q, then the newly defined local random dynamical system  and ® are topologically
equivalent on Imax(w, x) := (0, tmax) in the sense of Theorem 3.6 for all x € U(w) and w € Q), where
tmax defined in (3.17) and U(w) defined in (3.15).

Theorem 3.12 (Local smooth linearization of RDS). If the assumptions of Theorem 3.11 hold and

additionally there exist reals M; > 0 such that all partial derivatives D)F : ) x U(w) — Li(U(w)),
1 <j < m satisfy

|D£F(w,x)|9tw < M; foralmostallt € Imax, w € O, all x € U(w)and 0 < j<m, (3.19)
then random dynamical system 1 and ® are C"-topologically equivalent on Imax.
Remark 3.13. The proof of both above Theorems 3.11 and 3.12 follow from the application of the

Theorems 3.6 and 3.7 respectively to the new random dynamical system § with X restricted to U(w)
and I restricted to Imax(w, X).
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3.2 (™ linearization of stochastic differential equations

In this section, we establish a local correspondence between a random dynamical system,
generated by a stochastic differential equation, and its linearization by using conjugate trans-
formations and applying previously established local linearization results. Assume that X is
a finite dimensional Banach space. We will also need the following notations borrowed from
[24]. For k € N, ¢ € (0,1], denote by Cllf"s the set of functions f : X — X which have partial
derivatives D'f of order up to |a| < k, are linearly bounded and for which the derivatives of
order k are 5-Holder continuous. In other words,

f@)] ¢ Df(x) = D*f(%)|
+ sup [D*f(x)| + su - < oo.
x6§1+|x’ azlxel)? f ,xzkxy;g;( ‘x_x‘é

In order to obtain an SDE result, the approach of [22] plays a key role for us. Specifically,
the next two theorems demonstrate the feasibility of a suitable random stationary coordinate
transformation (cohomology) that establishes a connection between cocycles of stochastic and
random differential equations.

Theorem 3.14 ([22, Thm. 3.1, p. 140]). If f1,..., fx € C” satisfy Y5, ]af; Ci"s, then there
exists a random flow of diffeomorphisms @ : I x X x Q) — X such that the following properties hold:

(i) for any (y,7) € X x I the process ®(x, T) satisfies the stochastic integral equation

k
DOi(x,T) =x+e " Z/t e fi(Ds(x, 7)) 0 AW (3.20)
i=17—®
(ii) if
Hy = (-, 1), (3.21)
L= 2a0), (3.22)

then H is a stationary cocycle of diffeomorphisms, I' is a stationary random field, and for any
x € X the processes H(x) and T'(x) satisfy the SDE

dHt(X) = iﬂ(Ht(X)) o thl + Ft(X)dt}

i=1

(iii) for x € X, T'(x) satisfies the stochastic integral equation
, k ot ) ‘
Ti(x) = — (Hi(x) — x) + e~ Z/ = fi(Hi(x) T (x) 0 dWL.
i=17—%

Theorem 3.15 ([22, Thm. 3.2, p. 142]). If fo € Cz"s and f1,..., fx € Ci" satisfy Y5 1f] af’ € C”
then the following holds for the random vector field g : (A x X — X,

8

oyl o (N[fo(Ho(y)) +To(y)],

g(y) =

with H and T given by the previous theorem:
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(i) the random differential equation
dyr = g(0r, y:)dt

generates a random cocycle of diffeomorphism ¥;
(ii) the SDE
k .
dxt = fo(xt)dt + Zfi(xt) o dW;

i=1
generates a random cocycle of diffeomorphism ®;

(iii) ® and Y are conjugate with cohomology Hy, i.e., fort € I, w € Q)

®;(w) = Hy(0rw, ) o ¥(w) o Hy H(w, ).

Remark 3.16. It is important to note the following. Consider Theorems 3.14 and 3.15 in the context of
a higher degree of smoothness for the vector fields f1,. .., fx. Specifically, suppose fi, ..., fr € CZ”H"S,

and Y4 ﬁj% € CZZH"S. Then ® and, consequently, H are C™ diffeomorphisms.
This fact is a direct consequence of applying the following Theorem 3.17 to system (3.20).

Theorem 3.17 ([1, Thm. 2.3.32, p. 93)). If fo € C}" and fi, ..., fi € C}"*" satisfy Y, fl]% €

ax,-

C;”’&, then the classical Stratonovich stochastic differential equation

k .
dx; = fo(x)dt + Zf](xt) ) th]
=1

generates a unique C™ random dynamical system over the filtered dynamical system describing a Brow-
nian motion.

Transitioning between SDEs and RDEs through coordinate changes must maintain the
principles of a multiplicative ergodic theory, such as Lyapunov exponents and Oseledets
spaces. The following proposition demonstrates that these properties are indeed preserved,
given that the coordinate change fulfills specific integrability criteria.

Lemma 3.18 ([22, Prop. 5.1, p. 156]). Let @ : I x Q) — X be a linear cocycle such that

sup log+ |D(t, w)]| € Ll(Q,]:,]P), sup logJr HCD’l(t,w)H € Ll(Q,}",IP).

0<t<1 0<t<1
If H:Q x X — X is a random linear mapping satisfying
(i) t — H(6w) is continuous for every w € Q,

(ii) one has the integrability condition

sup logJr |H(6:w)|| € Ll(Q,]-",IP), sup logJr HH’I(Gtw)H € Ll(Q,}",]P),

0<t<1 0<t<1

then
Y(t,w) = HBiw, ) o ¥(t,w) o H  (w,")

forany t € I and almost all w € Q) defines a linear cocycle which satisfies MET. ¥ possesses the same
Lyapunov exponents as ®. If Uy, . .., Uy are the Oseledets spaces of ®, then the Oseletets spaces of ¥
are given by HUy, . .., HU.
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Following the preliminary discussions, we establish a local C"-linearization result for ran-
dom dynamical systems (RDS) generated by stochastic differential equations (SDEs).

Theorem 3.19 (Local smooth linearization of SDEs). Let the vector fields fy € CZ“S and
fi,.-, fx € C;”H’(s satisfy f;(0) =0,i = ., k, and additionally assume

k
Z Zfz] afl CZ1+1/5-

i=1j=1

If the random dynamical system O genemted by the linear stochastic differential equation
dy = o fO Vx; dt + Z f, )xr o dW! (3.23)

satisfies MET with negative Lyapunov exponents, then it is C"~-topologically equivalent to the RDS
Y generated by the stochastic differential equation

k
dx; = fo(xr)dt+ ) fixr) o dW] (3.24)
i=1

forall x € X, t € I and almost all w € Q).

Proof. To prove the theorem, first, we need to conjugate the nonlinear SDE (3.24) with the
corresponding random differential equation.

In order to do this, let us construct I' and H and for y € X define the random field
g : Q) x X = X according to Theorems 3.14, 3.15 by

oA
g(,x) = 5 Hy () (fo(Ho(y)) + To(y)-
The random differential equation induced by ¢ has 0 as a fixed point by our hypothesis

and construction and is differentiable. Let
d

Denote by ¢ the RDS generated by g, and by ®° the RDS generated by
dxt = A(Ot-)xt dt.

By the construction, the RDS v is conjugated to ¥ via the cohomology H, and the RDS @
generated by (3.23) is conjugated to ®° via a

Now we turn to the application of the local linearization result (Theorem 3.11) to the
newly obtained systems ¢° and ®°. In order to do this, we have to check the assumptions of
Theorem 3.11.

By the construction of I' and H, and the smoothness properties of f; for 0 < i < k, it
follows that all required properties for g are satisfied. Moreover, from Lemma 3.18 and the
construction of H, it follows that ®° satisfies the integrability condition of the MET. Therefore,
by applying the local linearization theorem, we conclude that ® and ¢V are topologically
equivalent via C"-diffeomorphism h.

With all the groundwork laid, we now proceed to conclude that random dynamical sys-
tems ® and ¢ are topological equivalent via the C"~!-diffeomorphism

- 0
h= aHO(QtCU,') ohoHy Y w,")

forallx € X, t € I, and almost all w € Q. O
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A Appendix

This appendix contains all the essential results and lemmas used throughout the paper to
support the proofs of our results. It is organized into two logical parts: deterministic and
random.

In the deterministic part, we start with Gronwall’s Lemma, which is fundamental for
estimating the growth of solutions of differential equations.

Throughout, X, Y denote Banach spaces.

Lemma A.1 (Gronwall’s inequality [2, Lemma 2.5, p. 53], [10]). Suppose we are given a nonempty
interval 1, a point T € I and let w,u : I — R be continuous with « non-decreasing. If for fixed p > 0
the inequality

u(t) < a(t) +/: Bu(s)ds

holds, then
u(t) <a(t)eP=" forallt eI (A1)

Theorem A.2 (Variation of Constants Formula [2, Thm. 2.10, p. 58], [15]). Consider the system
X = Au(t)x + Fo(t, x), (A2)
where Ayt 1 — L(X) and F,: I x X — X are locally integrable. Then the solution ¢(t,s,¢) of (A.2)

is given by the variation of constants formula:

ot
plt5,8) = Pult, )T+ [ @ult TR (T, (x50 dr,

which is valid for all (t,5,¢) € I x I x X.
Now we present the well-known fixed point theorem of Banach and some related results.

Theorem A.3 (Banach’s Fixed Point Theorem [2, Thm. B.1, p. 114], [45]). If T: X — X a
contraction, i.e. there exists 0 < ¢ < 1 such that

| T(x) =T &) <cllx—x|| forallxxecX,
then there exists exactly one fixed point ¢ € X of T .

Theorem A.4 (Uniform Contraction Principle [13, Thm. 2.2, p. 25]). Suppose U C X,V C Y
are open, let U denote the closure of U and m € Ny. If T € C™(U x V, X), is a uniform contraction,
i.e. there exists a 0 < ¢ < 1 such that

T (x,y) =T &y <cllx—x| forallx,xc Uandy eV,
then the unique fixed point ¢(y) of T (-,y) in U satisfies ¢ € C"™(V, X).

Theorem A.5 (Local Inverse Mapping Theorem [45, Thm. 4.F, p. 172]). Let U C X, xo € U and
f U — Y bea C" mapping for m € IN. Then f is a local C"-diffeomorphism at xq if and only if
Df(xy) is bijective.

Theorem A.6 (Global Inverse Mapping Theorem [45, Thm. 4.G, p. 174]). Let f : X — Y be a
local C™-diffeomorphism for m € IN at every point of X. Then f is a C"-diffeomorphism if and only if

f is proper.
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Theorem A.7 (Differentiation under the integral [40, Thm. A.5, p. 263]). Let U C X,V C Y
be open and f : U x V. — X be such that f(-,y) is integrable for any y € V. Suppose, that for any
x € U,y €V, there exist derivative Dy f (x,y), and

ID2f (x, )l < g(x),
where g : U — R is integrable. Then the mapping

= /Uf(x,y)dx

= /u Dy f(x,y)dx

Now let us turn to a key result in random dynamical systems: the fundamental Oseledets’s
multiplicative ergodic theorem (MET).

In the following we will write log™ (x) = max{0,log(x)} for any x € X. For a probability
space (Q, F,IP), we denote by L!(Q), F,IP) the space of all integrable measurable functions.

is differentiable with derivative is given by

Theorem A.8 (Multiplicative Ergodic Theorem, half line, continuous time [1, Thm. 3.4.1,
p. 134]). Let @ be a linear cocycle over an ergodic MDS (Q, F, P, (6¢):e1). Assume that

sup log® ||®(t,w)| € LY(Q, F,P), sup log" HCIJ (tw H c LY(Q, F,P). (A3)

0<t<1 0<t<1

Then there exist a forward invariant set Q) € F of full measure such that for every w € C) the following
statements hold:

(i) There exist k(w) numbers A(w) > -+ > Ay(y)(w) and the invariant splitting X = Uy (w) ©
«+ @ Uy(y)(w) such that

Ai(Brw) = /\l(w) foralli e {1,2,...,k(w)},
di(6iw) = di(w) forallie {1,2,...,k(w)},
where d;(w) := dim U;(w).
(ii) Put Vi(y41(w) :=0and fori=1,... k(w)
Vi(w) = Ui(w) @ - -+ ® Ug(e) (w)

so that
Vk(w)(w) c--C Vz(w) c---C Vl(w)

defines a filtration on X. Then for each x € X \ {0} the Lyapunov exponent
.1
Mw, x) == }Lr?o 7 log ||®(t, w)x]||
exists and
Mw,x) =Ai(w) <= x € Vi(w) \ Vi1 (w),
ie.
Vilw) ={x e X: AMw,x) < Aj(w)}.
(iii) Forall x € X\ {0}
AOrw, D(t,w)x) = AMw, x),

whence
P(t,w)Vi(w) C Vi(biw) forallie {1,2,...,k(w)}.
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