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Abstract. This paper presents a systematic method to address the complete stability
problem of delayed neural networks with heterogeneous free parameters. First, we
adopt an algebraic method to investigate the complete stability problem with respect
to the free delay parameter 7. Then, the stability analysis is extended to the scenario
with additional free system parameters, denoted by a vector X. We can investigate the
complete root classification for the auxiliary characteristic equation in the entire (X, 7)-
space. As a result, we can analytically calculate the number of stability T-intervals and
characterize all classifications of stability property over the whole (X, T)-space. Finally,
we will give a systematic method for determining the stability set in the whole (X, 7)-
space. Some representative examples show the effectiveness of the approach.
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1 Introduction

During the last four decades, the interest in investigating the stability of neural networks
(NNs) has steadily increased since the pioneering work of Hopfield (see [19]). Based on the
Hopfield NN model, Marcus and Westervelt incorporated time delays in an NN model (see
[32]). Since then, various types of delayed NN models have been proposed, and various issues
of these models (including stability, periodic solution, and bifurcation, etc.) have been studied
extensively by many researchers (see e.g., [1-3,7,12,15,16,18,20,23,28,40,42,44,45,47]).

The appearance of delays causes a dynamical system to be infinitely dimensional. Hence,
the stability analysis for a time delay system will usually be much more complicated than that
for a delay-free system (see e.g., [14,34,37]).
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From a practical point of view, besides a time delay, a system usually involves a number
of parameters. One can design the system parameters to render the system asymptotically
stable (see e.g., [36,41] for the controller design, [22] for the economic system, [48] for the
laser system, and [4] for the biological system).

The stability problem becomes much more complex if the system contains the delay free
parameter as well as additional system free parameters (i.e., heterogeneous free parameters).

For delayed NN, the stability set of delay T subject to the form T € [0,T) is extensively
addressed. Such a T is termed the delay margin (see [14]), a notion widely used in the field of
time-delay systems. See, for instance, [5] and [21] for delayed Hopfield NNs, [9] and [38] for
delayed bidirectional associative memory (BAM) NNs, and [8] and [46] for delayed NNs with
an annular topology.

Recently, the complete stability problem w.r.t. the delay parameter * has been studied for
NN in [24]. It is found therein that a delayed NN may have more than one stability 7-interval
including or excluding T = 0.

Nevertheless, the problem considered in [24] contains only a free delay parameter 7. In this
paper, for the delayed NN, we will address the complete stability problem with heterogeneous
free parameters, including a delay parameter T and additional system parameters (throughout
this paper, we denote them by a vector X).

It will be interesting to see in this paper that the stability parameter space of a delayed NN
may have multiple disjoint parts.

As far as we know, the complete stability problem of delayed NNs with heterogeneous
free parameters has not been well investigated. In our opinion, the difficulties in studying this
problem mainly come from two aspects:

(i) The free parameter space is multiple-dimensional.
(ii) The free parameters are of heterogeneous types.

To the best of the authors” knowledge, the above two technical points can not be appropriately
covered by the existing results for delayed NNs. In order to solve such a complete stability
problem, we will develop a systematic approach.

First, for the case where 7 is the only free parameter, an algebraic approach will be em-
ployed for the complete stability analysis w.r.t. T of the NN.

Notably, the above approach covers the general case (to be explained in Remark 3.7).

Next, in the scenario where the free parameters contain delay parameter T plus system
parameter vector X, we will employ the discrimination system, a mathematical tool for poly-
nomial algebra. Then, we can obtain the complete root classification (CRC) for the auxiliary
characteristic equation.

Consequently, we are able to characterize the stability property over the entire (X, 7)-
space. To be more precise, we can calculate the possible number of stability T-intervals and
analytically calculate them.

Combining the abovementioned results, we will develop a systematic method to identify
the stability set in the whole (X, T)-space.

This systematic method can contribute to a more refined design process. It offers a possible
“stabilization” way such that a pair of (X, T) can be found under which a practical NN system
can be stable.

*We call the problem of analyzing the stability property along the entire positive T-axis as the complete stability
problem w.r.t. T (see e.g., [26]).
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We will present some examples with different NN architectures and show that all clas-
sifications of stability property can be characterized in the entire (X, 7)-space by using our
approach. It will be seen in the examples that a very small change of the vector X may make
the NU(7) distribution (NU(7) stands for the number of characteristic roots in C.) have a
structural variation.

This paper is organized as follows. In Section 2, three types of delayed NNs and the
corresponding characteristic functions are reviewed. The main results are proposed in Section
3. Illustrative examples are presented in Section 4. Finally, the paper concludes in Section 5.

Notations: Throughout the paper, the following standard notations are used. R (IRy) is the
set of (positive) real numbers. IN stands for the set of non-negative integers. C represents the
set of complex numbers. We use C_ and C respectively to denote the left half-plane and the
right half-plane in C. deg(-) is the degree of a polynomial. Finally, [| stands for the smallest
integer greater than or equal to o, where ¢y € R.

2 Neural network models and characteristic functions

We will review in this section three types of delayed NN models, including the Hopfield NN
model, the bidirectional associative memory (BAM) NN model, and the NN model with an
annular topology. In recent years, these NN models have attracted much attention.

We will show that the local stability is determined by the corresponding characteristic
function f(A, 7).

2.1 Delayed Hopfield neural network model

The first model to be recalled in this paper is the delayed Hopfield NN model (see e.g., [5]
and [21]):

vi(t) = —pivi(t) + Y ciif (yi(t —j)),  i=1,...,n, (2.1)
i

where y;(t) stands for the voltage on the input of the i-th neuron at time t; y; € Ry is a
positive constant; ¢;; € R represents the connection weight of the unit j on the unit i; f is the
activation function; 7;; € R4 U0 denotes the signal transmission delay.

Here, we consider a simplified Hopfield NN model, which has three neurons in series (see
Fig. 2.1 (a) borrowed from [29]):

va(t) = —paya(t) + craf (y2(t — 12)),
Ya(t) = —pay2(t) +car f(ya(t — 1)) + coaf (ya(t — 23)), (2.2)
Y3(t) = —pays(t) + caaf (y2(t — w2)),

where ¢;j =01ifi = j, f € C!, and f(0) = 0.

For the sake of simplicity, we assume that both the loops between neurons have the same
sum of delays, i.e., Ti2 + 21 = T23 + T32. We denote this value by 7.

It is not hard to see that for NN (2.2), the origin is the equilibrium and the linearization is

y1(t) = —paya () + haaya (f — T12),
Y2(t) = —pay2 () + horya (t — 1) + hosys(t — T23),
y3(t) = —pusys(t) + haaya (t — 132),
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(a) Hopfield NN model

(c) Annular NN model

Figure 2.1: Architectures of three delayed NN models.

where ]’ll] = Ci]'f/(()).
The corresponding characteristic function is

ag(A) + a1 (A)e”™, (2.3)

where ﬂo()\) = Hz‘3:1 ()\ + ]/li), ap ()\) = —(I’l21h12 + h23h32)/\ — h21]’l12]/l3 — h23h32y1. It follows
that deg(ap(A)) = 3 and deg(a1(A)) = 1.

For such a Hopfield NN model, the coefficients y; and h;; are allowed to have free system
parameters (as mentioned previously, we denote them by a vector X). In Example 4.1 of this
paper, we will choose X = (hy1) and study the whole stability set in (hy1, T)-plane.

2.2 Delayed bidirectional associative memory (BAM) neural network model

Next, we recall the BAM NN (see e.g., [9] and [38]).
A delayed BAM NN is described by the model
{Xz'(f) = —pixi(t) + Lty ciifi(yi(t — ), 2.4)
yi(t) = —vjy;(t) + iy dijgj(xi(t — 1)),

where x;(t) and y;(t) are the state of the neurons in the I-layer and the J-layer at time t,
respectively (i = 1,...,n, j = 1,...,m, n and m denote the numbers of neurons); f; and g;
are the activation functions; Cji € R and dij € R are the connection weights; 71 and 1, are
the signal transmission delays; p; € R, and v; € R, describe the stability of internal neuron
process.

Here, we consider the case where n = 1 and m = 3 (the architecture of this model is
described in Fig. 2.1 (b)).

For simplicity, we redefine yo = vy, 3 = Vo, s = V3, C21 = C11, €31 = C21, C41 = C31,
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C1p = dll/ C13 = d12; C14 — d13, f2 = gl,f3 = 92, f4 = gs. Then, the BAM NN model (2.4) reads:

X1(t) = —pix1(t) +enfi(yi(t — ) + cafi(v2(t — 12)) + car fi(y3(t — 12)),

i(t) = —paya(t) + crnfo(xr(t — 7)), 25)
Y2(t) = —psy2(t) + ez fa(xa(t — 7)),

y3(t) = —pays(t) + crafa(xr(t — 7)),

where f; € C! and £;(0) =0,i = 1,2,3,4.

By letting uq(t) = x1(t — 1), u2(t) = y1(t), us(t) = y2(t), ua(t) = y3(t), and 7 = 14 + 1,
the BAM NN model (2.5) may be rewritten as the following model

g (t) = —prn(t) + e fr(ua(t — 7)) + carfi(us(t — 7)) + ca fr(ua(t — 7)),
Ua(t) = —paua(t) + crafa(us(t)), 2.6)
us(t) = —psus(t) + ciafa(ua(t)),
ny(t) = —paua(t) + crafa(ur(t)).
Then, the linearization of the model (2.6) at the equilibrium (0,0,0,0)
ul(t) = —;l/llul(t) + hzluz(t — T) + h31u3(t — T) + h41u4(t — T),
llz(t) = —]/lzuz(t) + h12u1(t), 27)
1/23(t) = —]igug(t) + h13u1(t),
Ll4(t) = —y4u4(t) + h14u1(t),
where h;; = cl-]-f].’(O).
The corresponding characteristic function is
ag(A) +ar(A)e” ™, (2.8)

where ag(A) = A* + (1 + p2 + ps + pa) A% + (papa + pspia + paps + papa + pops + popa) A +
(Mip2ps + papiapia + papapla + popapa) A + papiopiapa and a1 (A) = — (haohor + hizhay + hisha )A% —
(h12ho1 3 + hiohoy pa + haghzipo + highsi pa + hishay po 4 hiahag s ) A —(hiohoy papa + hishzi pops +
hishapaps). It follows that deg(ap(A)) = 4 and deg(a;(A)) = 2.

For this BAM NN model, the coefficients y; and h;; are allowed to have free system pa-
rameters. In Examples 3.12 and 4.2 of this paper, we will choose X = (h12, hp1) and study the
whole stability set in (12, hy1, T)-space. In Example 4.2, we will also obtain the stability set in
the corresponding 4D parameter space.

2.3 Delayed annular neural network model

Finally, we recall the delayed annular NN model (see e.g., [8] and [46]). Now consider the
following NN model with five neurons:

X1 (1) = —pxa(t) +arf(x1(t)) + prg(xs(t — 75)),
Xo(t) = —pax2(t) +azf(x2(t)) + Bag(x1(t — 7)),
X3(t) = —psxs(t) +asf(x3(t)) + Bag(x2(t — 1)), (2.9)
Xy (t) = —paxa(t) +aaf (xa(t)) + Pag(x3(t — 1)),
(t5(t) = —psxs(t) +asf(x5(t)) + Bsg(xa(t — 1)),
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where x;(t) stands for the voltage on the input of the ith neuron at time ¢; y; € R denotes the
ratio of the capacitance to the resistance; 7; represents the signal transmission delay; a; and B;
are the nonzero connection weights; the activation functions f and g are assumed to satisfy
f,g € Cland f(0) = g(0) = 0.

The above model (2.9) represents the dynamics of a ring of neurons, and the architecture
of this model is described in Fig. 2.1 (c).

We now calculate the associated characteristic function.

For NN model (2.9), the origin is the equilibrium and the linearization is
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where s; = «;f'(0),h; = g;¢'(0),i=1,...,5.
The corresponding characteristic function is

ag(A) +ay(A)e™™, (2.11)

where ag(A) = [Ty A+ pi—si), a1(A) = —TT.; (W), and T = Y2 7. It follows that
deg(ap(A)) =5 and deg(ai(A)) = 0.

For such an annular NN model, the coefficients y;,s;, and h; are allowed to have free
system parameters. In Example 4.3 of this paper, we will choose X = (s1) and study the
whole stability set in (s, T)-plane.

2.4 Characteristic function

It is clear that the characteristic functions for abovementioned three types of delayed NNs are
subject to the same form
FA, 1) = ag(A) + ar(A)e T, (2.12)

where ap(A) and a1 (A) (deg(ap(A)) > deg(ai(A))) are polynomials with real coefficients. The
coefficients may contain free parameters.

The characteristic function f(A, T) is a quasipolynomial, and, unsurprisingly, it also covers
many other types of delayed NNs.

The local asymptotic stability of delayed NNs may be analytically determined by the above
characteristic function (2.12). More specifically, the delayed NN is locally asymptotically stable
if all the characteristic roots are located in the left half-plane C_.

3 Main results

The complete stability problem w.r.t. the delay parameter T has been studied for delayed NNs
by using a frequency-sweeping approach in a very recent paper (see [24]). It is pointed out
that a delayed NN may have more than one stability t-interval including or excluding T = 0.

However, the frequency-sweeping approach, as a graphical one, is difficult to apply in the
case with additional free system parameters. When a delayed NN has multiple free param-
eters, we need to study the parameter space and the difficulties mentioned in Introduction
arise.
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In order to study the complete stability problem of delayed NN with heterogeneous free
parameters, we will fulfill a systematic analysis in the whole (X, 7)-space.

More specifically, when 7 is the only free parameter, we will adopt an algebraic approach
for the complete stability analysis (to be given in Subsection 3.1), and in the case where the
free parameters include delay parameter T plus system parameter vector X, we will adopt a
tool for polynomial algebra and develop a method to achieve the CRC of effective W roots (to
be given in Subsection 3.2). Finally, we will present a systematic method to detect the stability
set in the whole (X, T)-space (to be given in Subsection 3.3).

3.1 Complete stability problem w.r.t. T

When T is the only free parameter, we use NU(7) € IN to denote the number of characteristic
roots in C;. NU(T) may increase or decrease only when 7 is a critical delay (CD) where the
system has a critical imaginary root (CIR) A = jw, w € R. We call the corresponding pair
(A, T) a critical pair.

We denote the CIRs as Ay = jw,, &« = 0,...,u—1. Concerning a CIR A, = jw,, the CDs

are Ty = Ta0 + Zcf‘}—:,k € N, where 1,0 is the minimum CD satisfying

—TwWaj _ _b‘lo(]'w“)
e T = a1 (i) (3.1)

For a critical pair (A, Tpx > 0), the influence of the asymptotic behavior on NU(7) can be
reflected by the notation ANU,, (7,x) € N, representing the variation of NU(T) due to A, as
T is increased from T, — € to T, x + &.

First, along the similar idea in [13], we may obtain the following lemma straightforwardly.

Lemma 3.1. For the characteristic function f(A,T) of a delayed NN considered in this paper, there
exists a critical imaginary root A = jw # 0 if and only if (iff) the auxiliary characteristic equation
F (W) = 0 has a positive real root W = w?, where

F(W) = [ao(jw)|* — lax(jew)I?
= (Re(ag(jw)))* + (Im(ag (jw)))* — (Re(a1 (jw)))* — (Im (a1 (jw)))*.

Remark 3.2. The application of auxiliary characteristic function can be traced back to [13],
with an almost 40-year history. It has been widely used for the stability analysis of time-delay
systems. However, the existing methods have the restriction of not being able to address the
multiple auxiliary characteristic roots. In the sequel, we will give some results covering the
restriction.

(3.2)

For the auxiliary characteristic function (3.2), we are only concerned with the positive real
W roots since W = w?. Such roots are termed the effective W roots, denoted by W,, a =
0,...,u—1, with W, = wﬁ. Without any loss of generality, assume that among W,, there are
go € IN ones with odd multiplicities (we denote them by W, . ..,Wgﬂfl), and g, € IN ones
with even multiplicities (we denote them by W, ..., ngq)- We label them as:

Wg>-->Wg >0 Wg>-->W, ;>0 (3.3)

For each W? and W¢, we use (A} = jwf,rﬁk), where w{ = /W? > 0, and (A{ = jws, Tik),
where wi = \/W; > 0,k € N, respectively to denote critical pairs. The CDs are 7/} = 7/ + Zf’?

and 77, = T/, + 2(1‘]—?, respectively.
7 7 i
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Lemma 3.3. For any e > 0, when W varies slightly near the effective W root of delayed NNs considered
in this paper, one of the following three cases must happen:

Case (1): Fora W = Wy, when W increases from Wf — e to W¢ + ¢, the F (W) does not change sign.

Case (2): Fora W = WY (i is even), when W increases from W{ — e to W? + ¢, the sign of F (W)
changes from negative to positive.

Case (3): Fora W = WY (i is odd), when W increases from W? — e to W/ + ¢, the sign of F(W)
changes from positive to negative.

Proof of Lemma 3.3. In light of Lemma 3.1, it is clear that (W) = 0 is a polynomial equation.
If the polynomial equation has a Wy root, the Case (1) is true. For delayed NNs considered in
this paper, the characteristic function (2.12) is satisfied with deg(ag(A)) > deg(ai(A)). It can
be seen that (W) > 0 when W — oo. Hence, Cases (2) and (3) are true. O

Lemma 3.4. Suppose W = (@)? is the effective W root of delayed NNs considered in this paper.
(A = j@,7) is the critical pair with f(A,T) = 0. As W increases from W — ¢ to W + ¢, we have the
following three results.

(i) ANU;5 (%) = 0 iff the F (W) does not change sign.
(i) ANU g (i) = +1 iff the sign of F (W) changes from negative to positive.
(iii) ANUj(Tk) = —1 iff the sign of F (W) changes from positive to negative.

Proof of Lemma 3.4. First, letting z = e 7, we rewrite the characteristic function (2.12) as

p(A,z) = ag(A) + a1(A)z. For each A, we have a solution of z such that p(A,z) = 0. Hence,

we can obtain that z = —ag(A)/a1(A), denoted by z()\). Here, we suppose A = jw is a
critical imaginary root (calculated by F ( ) =0, W = @2 is the effective W root). The corre-
sponding critical delays are T, = T) + 22, where 7 is the minimum critical delay satisfying

2(j@) = e = —ay(j@) /a1 (j@). Tt follows that |z(jw)| = 1.

Next, for a A, it is clear that under a small perturbation +¢j, we hold that |z(j(@ + ¢))| =

lag(j(w +¢€)/a1(j(w+¢)|. Hence, |z(j(w +¢))| — |z(jw)| > 0(< 0) iff |ag(j(w +¢€))| — |a1(j(w +
¢))| > 0(< 0), which is the same sign as F((@ + ¢)?). The above analysis also applies when
the small perturbation is —e¢j.

Finally, as W increases from W—ctoW +e (w increases from @ — € to @ + ¢€), in accordance
with Section III(B) of [26] and Theorem 1 of [30], we can obtain the value of ANU;z (%) by
the sign of |z(j(w +¢€))| — |z(jw)| and |z(j(w — €))| — |z(jiw)|. Then the Lemma 3.4 can be
proved. O

Following from Lemma 3.3 and Lemma 3.4, we can obtain the algebraic criterion for the
complete stability problem of the delayed NN as follows:

Lemma 3.5. When W = (@;")? (+ is “0” or “¢”) is the effective W root and T is the only free
parameter for the delayed NN considered in this paper, we have the following three results.

(1) Fora A¢ = j@¢ (W = WY = (@f)?), ANUjge (tf,) = 0 for all T8 > 0.
(2) Fora A? = j@? (W = WP = (&?)?) with i is even, ANUjgo (t7,) = +1 for all T > 0.
(3) Fora AY = ja@¢ (W = W? = (@?)?) with i is odd, ANUjge (t¢,) = —1 for all 1¢, > 0.

(The A{ is also listed in order from largest to smallest, with A§ (i = 0) being the largest.)
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Remark 3.6. The study on the stability of time-delay systems can be roughly classified into two
types, namely a time domain approach and a frequency-domain approach. For the current
study by the time-domain approach, the Lyapunov-Krasovskii method [14] is widely used,
but it usually yield conservative results and cannot deal with the case when the delay is
a free parameter. Besides the Lyapunov-based methods, the CTCR method [35], the direct
method [39], and the matrix pencil method [10] can effectively analyze the stability of systems.
However, it is difficult to apply these methods to deal with the asymptotic behavior of multiple
CIRs.

In this paper, we address the complete stability problem of the delayed NN. Based on the
perspective of characteristic root, the stability of systems is studied analytically. The conclu-
sion of our approach is almost non-conservative, and it is very easy to obtain the sufficient
and necessary conditions.

Remark 3.7. For the stability analysis of time-delay systems, the asymptotic behavior of mul-
tiple CIRs is essential (see e.g., [6,11,25,26,33]). It was recently pointed out in [25] that the
appearance of a multiple and degenerate CIR may cause the system to become ‘asymptoti-
cally stable” from “unstable’. As far as we know, in the earlier references of delayed NNs, the
case with multiple and/or degenerate CIRs has not been studied. Our method covers the case
with multiple and/or degenerate CIRs, as such information is not a technical constraint for
Lemma 3.5 (unlike for previous results).

In view of Lemma 3.5, ANU,, (7, x) is a constant belonging to the set {—1,0,+1}. Next,
we are able to derive the expression of NU(T) in view of the root continuity argument.

Theorem 3.8. Consider a delayed NN under consideration in this paper. For any T > 0 which is not
a critical delay, NU(t) for the characteristic equation f(A,T) = 0 can be explicitly expressed as:

NU(t) = NU(+e) + Y1 P NUY (1), (3.4)
Nup(r) = S if 7y # 0
S\NT) = . ! _ 70 I T 7
Z 21 gy | e >y
Nup(e) = { o TS T if 77, = 0
(T) = B if 7y =0.
i 2(_1)1 ’72;/’1';]0—‘ > Tglf i,0

(In light of Theorem 5.1 in [26], one can calculate the value of NU(+¢).)

The equilibrium corresponding to the characteristic equation f(A, T) = 0 is locally asymp-
totically stable if T is not a CD and belongs to the set with NU(7) = 0.

In view of the “NU(7) vs. T” plot, the equilibrium may undergo a Hopf bifurcation (see
[17] for the Hopf Bifurcation Theorem) as 7 is increased near a CD. The stability interval(s)
and bifurcation values of T can be exhaustively obtained in the whole positive T-axis.

As mentioned, a delayed NN may contain multiple stability T-intervals including or ex-
cluding T = 0. Hence, we introduce a notion from [27] that can be applied in the general
case.

For the case where 7 is the only free parameter, without loss of generality, we assume that
the non-empty stability T-set is subject to the form

TE (1, T) U U (T, Ts), (3.5)

plus possible T = 0, with 0 < 7; < T1 < -+ < T, < Ts. T is termed the generalized delay
margin.
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Example 3.9. Consider the delayed BAM NN (2.5) with the activation functions fi(-) =
tanh(-). It is true that h;; = c;;. Here, we choose the coefficients as: y; = 2.46, o = 4.5769,
pz = 0.8561, us = 0.9669, hiy = 4.1, hi3 = —0.3896, h1y = 2.3488, hyy = —4.57, h3; = —2.8466,
and hy; = 0.7057.

First, we calculate that NU(0) = 0 by solving the characteristic equation f(A,0) = 0.

Then, according to Lemma 3.1, we have F (W) = W* + 28.6674W> — 82.5660W? — 0.0347W +
69.9926.

By calculating the roots of equation (W) = 0, we have two sets of CIRs: A§ = 1.4869j
(associated with the CDs T(‘)’,k = 1.7802 + 4.2258k, k € IN) and A{ = 1.1136;] (associated with
the CDs 17, = 2.6181 + 5.6420k, k € IN).

Furthermore, we can obtain that ANU)s(75,) = +1 and ANUy(t7,) = —1 in view of
Lemma 3.5. Next, according to Theorem 3.8, we have the “NU(7) vs. 7” plot, as shown in
Fig. 3.1.

Consequently, we know that the equilibrium is locally asymptotically stable if T &
[0,1.7802) U (2.6181,6.0059) U (8.2602,10.2317) U (13.9022,14.4575) and that a Hopf bifurca-
tion may occur when v = 1.7802, 2.6181, 6.0059, 8.2602, 10.2317, 13.9022 and 14.4575. To
verify the above analysis, we give the simulations for T = 1.2 (in the first stability T-interval)
in Fig. 3.2 (a), Fig. 3.2(d) and Fig. 3.3(a), T = 2.3 (between the first and the second stabil-
ity t-intervals) in Fig. 3.2(b), Fig. 3.2 (e) and Fig. 3.3(b), and T = 5 (in the second stability
T-interval) in Fig. 3.2 (c), Fig. 3.2 (f) and Fig. 3.3 (c).

i

0 5 10 15 20 25 30 35 40
T

Figure 3.1: NU(7) vs. T for Example 3.9.

3.2 Complete root classification (CRC) of effective W roots

We proceed to address the scenario with additional free system parameters. In order to appro-
priately address such a case, we now investigate the real W root classification and the effective
W root classification. The real (effective) W root classification refers to the information about
the numbers and multiplicities of different real (effective) W roots. The complete root classifi-
cation (CRC) of real (effective) W roots is the collection of all possible real (effective) W root
classifications.

In the sequel, we recall a mathematical tool, termed the discrimination system (one may
refer to [31] and [43] for details).
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(@) x1 —y1 plane with T =1.2 (b) x1 —y; plane with T =2.3 (¢) x1 —yp plane with T =5
03 \\ S
(d) y1 —y2 — y3 space with T = 1.2 (e) y1 — y2 — y3 space with T = 2.3 (f) y; —y2 — y3 space with 7 =5
Figure 3.2: Phase portraits for Example 3.9.
(8] Al WA A "‘]\ “ f 01 [
" L
WﬂfWWWWM,,,,,, N b 7‘ 7‘4‘ ‘\)@: 17' 4‘ | 7 74“' \l1 w“ . “ jﬁ oty
(@ t=12 (b) T=23 (c)Tt=5
Figure 3.3: Simulations for Example 3.9.
Let Q(z) be a polynomial with real coefficients,
Qz) = LgzT + g1z + -+ 00,5y #0. (3.6)

The 29 x 2q matrix M =

Cq g1 Cq—2 o Go

0 qfy @-1Df- ... &
g Ca—1 e 0 o
0 984 e 20 0

é-q §q;1 Cq—2 o Go
0 qCq (q_l)gq—l 0



12 J.-X. Chen and X. Li

is the discrimination matrix of Q(z).

The determinant of the submatrix of M consisting of the first 2a rows and the first 2«
columns (« = 1,...,q) is represented by D,. We call the discriminant sequence of Q(z) as
D=[Dy,...,D,.

In light of the signs of Dy,...,D,;, we can obtain the sign list [sign(D1),...,sign(Dy)]
(sign(x)= 1(0)[-1] if x > 0(= 0)[< 0]) and then the revised sign list for Q(z) (see [31] for more
details).

Without loss of generality, let (W) (3.2) be a gth-order polynomial

F(W) = W+ o 1 WI1 4 + g, g #0, (3.7)

where Y, ¥q-1,-- ., Yo are coefficients. These coefficients are allowed to be functions of the
free system parameters denoted by the vector X.

As for the delayed Hopfield NN model where deg(ap(A)) = 3, the sign list of F(W) is
[sign(D1),sign(D>),sign(D3)]. If sign(D;) = 0, the revised sign list is [sign(D), —1, sign(D3)].
Otherwise, the revised sign list is exactly the sign list.

As for the delayed BAM NN model where deg(ag(A)) = 4, the sign list of F(W) is
[sign(D1),sign(Dy),sign(Ds),sign(Dy)]. If sign(D;) = 0, i = 2,3, the revised sign list is listed
in Table 3.1. Otherwise, the revised sign list is exactly the sign list.

sign(D;) =0 The revised sign list

sign(D;) =0 [sign(Dy), —1, sign(D3), sign(D4)]

sign(D3) =0 [sign(Dy), sign(Dy), —1, sign(Dy4)]
sign(D;) = 0 and sign(D3) = 0 [sign(D1), —1, —1, sign(Dy)]

Table 3.1: The revised sign list with sign(D;) = 0, i = 2,3 for the delayed BAM
NN model.

As for the delayed annular NN model where deg(ag(A)) = 5, the sign list of F(W) is
[sign(Dy),sign(D>),sign(Ds),sign(Dy),sign(Ds)]. If sign(D;) = 0, i = 2,3,4, the revised sign list
is listed in Table 3.2. Otherwise, the revised sign list is exactly the sign list.

sign(D;) =0 The revised sign list

sign(D;) =0 [sign(D1), —1, sign(D3), sign(Dy), sign(Ds)]

sign(D3) = 0 [sign(D1), sign(Dy), —1, sign(Dy), sign(Ds)]

sign(Dy) =0 [sign(Dy), sign(D»), sign(D3), —1, sign(Ds)]
sign(D7) = 0 and sign(D3) = 0 [sign(D1), —1, —1, sign(D4), sign(Ds)]
sign(D7) = 0 and sign(Dy) =0 [sign(D1), —1, sign(D3), —1, sign(Ds)]
sign(D3) = 0 and sign(Dy) = 0 [sign(D), sign(D3), —1, —1, sign(Ds)]

sign(Dy) = 0, sign(D3) = 0, and sign(Dy) =0 [sign(D;), —1, —1, 1, sign(Ds)]

Table 3.2: The revised sign list with sign(D;) = 0, i = 2,3 for the delayed BAM
NN model.

Proposition 3.10 ([43]). Suppose that the revised sign list of F (W) has | non-vanishing members and
the number of sign changes is v. It follows that the number of distinct real roots of F (W) is | — 2v.
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For example, if the revised sign list for 7(W) is [1,1,—1], thenv = 1, ] = 3, and F(W)
has | —2v = 1 real W root. If the revised sign list for 7(W) is [1,1,1,0], thenv =0, ] = 3, and
F(W ) has | — 2v = 3 distinct real W roots. If the revised sign list for (W) is [1,—1,—1,1,0],
thenv =2,1 =4, and F(W) has | — 2v = 0 real W root.

Applying the discrimination system to F (W) (3.7), one can obtain the discriminant se-
quence D = [Dy, ..., D,] and then the CRC of real W roots.

As earlier mentioned, we are only concerned with the positive real W roots (since W = w?),
i.e., the effective W roots. We will present a method to examine the CRC of effective W roots.

Theorem 3.11. For the auxiliary characteristic function F (W) (3.7), consider a region partitioned in
view of the CRC of real W roots. If the set {9 = 0 separates this region into some subregions in X
space, then the positive real W root classification keeps unchanged in each subregion. Otherwise, in the
whole region, the positive real root classification remains unchanged.

Proof of Theorem 3.11. For F (W), there exists a root W = 0 iff )9 = 0. If a point in X space
continuously moves in a region partitioned in view of the CRC of real W roots, all the real W
roots’ signs remain unchanged if it does not cross the set 1y = 0. O

For each region partitioned in accordance with the CRC of real W roots, we can obtain the
effective W root classifications. According to Theorem 3.11, for each region not separated (or
subregion separated) by the set ¥y = 0, we can select any point to solve (W) = 0 and this
point represents the effective W root classification for all the points in the region (subregion).

We follow the notations adopted in [43]. For example: “{1,1,1,1}” stands for four different
simple real W roots; “{2,1,1}” stands for one double real W root plus two simple real W roots;
“{ }" stands for no real W root. Furthermore, the effective W root classification is represented
by {-,...,-}T. For example, if a real root classification {2,1,1} involves one double negative
real W root and two different simple positive real W roots, it is represented by {1,1}* (two
different simple effective W roots).

Example 3.12. Consider the delayed BAM NN of Example 3.9. Here, we choose hjy and hy;
as free system parameters, i.e., X = (h1,hy1). For simplicity, we study the case (h1, hy1) €
[1,6] x [—6,—1].

First, according to Lemma 3.1, we obtain F (W) = W* +28.6674W3 + (172.4842 — (h1pho +
2.7666)2)W? + ((1.6555h12hp1 + 22.8053) (h12hp1 + 2.7666) — (1.8230h12hp1 + 15.1537)2
+229.9256)W + 86.8611 — (0.8278h12h21 + 11.4027)2.

Then, applying the discrimination system, the discriminant sequence of F(W) is
[D1, Dy, D3, Dy], where Dy = 4, D, = 8h3,h3, + 44.2653h12h21 + 1146.8204, D3 = 8h$,hS; +
132.7960h3,h3, — 316.9872h7,h3, + 2920.3114h3,h3, + 114921.2317h3,h3; + 801885.8568h1h21 +
8309682.1306, and Dy = 0.1632h19h10 + 11.7962h3, 15, + 1602.5531h8,15, + 46407.3671h7,h5, +
418378.3143h5,h5, + 2094423.4796h3,h3, + 46116871.4106h1,h3, + 738951226.2778hi,h3, +
6714650368.4108h2, 13, + 40072389757.5584h12h21 + 111789468423.0607.

For this example, D; > 0, D, > 0 (one may easily prove it), D3 and D; may represent
different signs w.rt. X = (h1p,hp1). We can obtain the CRC of real W roots and thereby
partition the selected domain into five regions, as shown in Fig. 3.4 (a).

Region A with {1,1,1,1}: D3 > 0N Dy > 0; Region B with {2,1,1}: D3 > 0N Dy = 0;
Region C with {1,1}: (D3 > 0N D4 <0)U (D3 =0ND4 < 0)U (D3 < 0N Dy < 0); Region D
with {2,1,1}: D3 > 0N Dy = 0; Region E with {1,1,1,1}: D3 > 0N D4 > 0.

Second, the set Py = 0, i.e., the set 86.8611 — (0.8278h1hp1 + 11.4027)? = 0, corresponds to
the red curves in Fig. 3.4 (b).
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Figure 3.4: CRCs of real and effective W roots.

Region A is separated by the set )y = 0 into subregions A; and A, and Region E is
separated by the set )y = 0 into subregions E; and E,.

In accordance with Theorem 3.11, we have the following results: Region A;: {1,1,1,1} —
{1}*; Region Ay: {1,1,1,1} — { }*; Region B: {2,1,1} — { }; Region C: {1,1} — { }*;
Region D: {2,1,1} — {2}*; Region E;: {1,1,1,1} — {1,1}%; Region E: {1,1,1,1} — {1}*.

Furthermore, we can combine Regions A, B, and C into one region, labeled by Region
B". Consequently, we may partition the domain into five regions: Regions A;, B, D, Ej,
and E;. Region D is the boundary between Regions B' and E;, whose analytic condition is
D; >0NDy=0.

h21
w
o

NU(0)=0

Figure 3.5: NU(0) distribution w.r.t. (h1p,hy1) for Example 3.12.

Next, based on the equation f(A,0) = 0, NU(0) distribution w.r.t. (h12,hy1) is obtained
(see Fig. 3.5).
According to the above analysis, we can obtain the following results:

(1) In Region A; (NU(0) = 1): As there does not exist an effective W root, the system is not
asymptotically stable for any 7 € [0, +0).

(2) In Region B' (NU(0) = 0): As there does not exist an effective W root, the system is
delay-independently stable.



Complete stability problem of a class of delayed neural networks 15

15 20
=z z
3F 1 /

3
1 2
ab
E T.]o0
= 1 Sar ]

0 100 200 300 400 500 0 100 200 300 400 500
T T

(a) h21 = —4.5396 (b) h21 = —4.5397

Figure 3.6: NU(1) vs. T for Example 3.12.

(3) On Region D (NU(0) = 0): As there exists a double effective W root, the system is
asymptotically stable for all T > 0 except at the CDs.

(4) In Region E; (NU(0) = 0): As there exist two simple effective W roots, the system may
contain more than one stability T-interval including 7 = 0.

(5) In Region E, (NU(0) = 0): As there exists one simple effective W root, the system has
only one stability T-interval of the form [0,77).

For illustrations, we choose a point (h1; = 4.1,hy; = —4.5396) in Region B' and a point
(h1p = 4.1, hyy = —4.5397) in Region E;. The corresponding “NU(7) vs. T” plots are shown in
Fig. 3.6 (a) and Fig. 3.6 (b), respectively. We can see that the NU(7) distribution undergoes a
structural variation due to a very small change of ;.

Remark 3.13. The analytic condition for the boundary of different effective W root classifi-
cations is available. As the NU(7) distribution does not have a structural variation inside a
region with identical effective W root classification, we may study the NU(t) distribution by
employing the parameter-sweeping technique. It is worth noting that such a technique is not
for the qualitative test, and hence it is not necessary to set a very fine grid in practice.

3.3 Systematic approach for determining stability set in (X, T)-space

Based on Theorems 3.8 and 3.11, we now propose a systematic approach to investigate the
stability of delayed NNs in the (X, T)-space, consisting of the following steps.

Step 0: Linearize the delayed NN under consideration at the equilibrium and calculate the
characteristic function f(A, 7). Next, obtain the analytic expression of auxiliary characteristic
function F(W).

Step 1: Obtain the CRC of real W roots in the entire X space with the aid of discrimination
system.

Step 2: Determine all possible effective W root classifications in accordance with Theorem 3.11
in the whole X space.

Step 3: Obtain the NU(0) distribution in the X space.
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Step 4: Scan the X space. For each point, investigate the complete stability problem w.r.t. T
using Theorem 3.8.

With the steps above, we are able to determine the stability set in the entire (X, T)-space.
Moreover, we can characterize all classifications of stability property in the entire (X, T)-space.

4 TIllustrative examples

In this section, we will give some examples with different NN architectures to illustrate the
proposed approach. We adopt the widely-used hyperbolic tangent functions as the activation
functions, i.e., fj(-) = tanh(-), gi(-) = tanh(:), i = 1,2,...,n. Then, f;(0) = g;(0) = 0 and
fi(0)=gi(0)=1,i=1,2,...,n

We will show that an NN with different coefficients can exhibit different classifications
of stability property. It is worth mentioning that a very small change of the vector X may
make the NU(7) distribution have a structural variation, which may alter the classification
of stability property. This phenomenon demonstrates the necessity of dividing the parameter
space.

Example 4.1. Consider the delayed Hopfield NN (2.2). With the activation functions adopted
in this section, it is true that hz-j = ¢jj. Here, we choose the coefficients as: p1 = 1.4147,ur =
1.0102, 3 = 0.4610, h1p = 1.5176, hpz = —1.4432, hap = 0.9080. We let X = (hy1).

Step 0: The characteristic function is given by (2.3). In light of Lemma 3.1, we have F(W) =
W3 + 3.2344W? + (—2.3031h3; + 3.9774hy + 0.9674)W — 0.4895h3; + 2.5940h;; — 3.0027.

Step 1: The discriminant sequence is [D1, D2, D3], where Dy = 3, D, = 13.8187h3, —23.8644hy; +
15.1182, and D3 = 48.86571131 — 253.1688hg1 + 490.2890h%1 — 623.253911%1
+ 742.0196%1%1 — 443.8572h51 + 0.0105.

For this example, D1 > 0, D, > 0 (one may easily prove it), and D3 may represent different
signs w.r.t. hip1. We can obtain the CRC of real W roots: (1) {1,1,1} iff hy; € (—o0,0.00002373) U
(1.265628,1.766693) U (2.341787, +-00) (where D3 > 0); (2) {1} iff hy; € (0.00002373,1.265628) U
(1.766693,2.341787) (where D3 < 0); (3) {2,1} iff hy; € {0.00002373, 1.265628, 1.766693,2.341787}
(where D3 = 0).

Step 2: When ¢y = 0, i.e., —0.4895?1%1 + 2.5940h,1 — 3.0027 = 0, we can calculate that hy; =
1.708129 or hy; = 3.591537. Hence, the intervals (1.265628,1.766693) and (2.341787, 4-c0) are
respectively separated into (1.265628,1.708129), (1.708129,1.766693), (2.341787,3.591537), and
(3.591537, +0).

Furthermore, in light of Theorem 3.11, we can obtain the CRC of effective W roots:

(1) Iy € (—o0,1.708129) U (3.591537, 4-0), {1}+;
) hy € (1.708129,2.341787), { }+;

(3) hy = {2.341787}, {2} +;

(4) hy € (2.341787,3.591537), {1,1}+.

Step 3: We analyze the NU(0) distribution w.r.t. i1 by solving the characteristic equation
f(A,0) = 0. We have that when hy; € (—0o0,2.342233), NU(0) = 0.
In view of the above analysis, we have the following results:

(1) The system contains only 1 stability t-interval of the form [0, T7) iff hp; € (—0c0,1.708129);
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(2) The system is delay-independently stable iff hy; € (1.708129,2.341787);
(3) The system is asymptotically stable for all T > 0 except at the CDs iff hy; = 2.341787;

(4) The system may contain more than one stability 7-interval including 7 = 0 iff hy; €
(2.341787,2.342233);

(5) The system may contain stability T-interval(s) excluding T =0iff hp; € (2.342233, 3.591537);
(6) The system has no stability t-interval iff /151 € (3.591537, +00).

It can be seen that all classifications of stability property can be characterized in the whole
(ha1,7)-plane. To illustrate the above results and to show the qualitative change of stability
property, we next choose some values of /1,1 and give the detailed results.

At point hy; = 1.70, the system contains only 1 stability T-interval [0,32.1647). At point
hy1 = 1.71, the system is delay-independently stable.

At point hy; = 2.342, the system has 32 stability 7-intervals including 7 = 0 and the
generalized delay margin is 351.8083. At point hy; = 2.343, the system has 13 stability 7-
intervals excluding T = 0 and the generalized delay margin is 139.7930. To intuitively show
the difference, we give “NU(T) vs. 7" plots in Fig. 4.1 (a) and Fig. 4.1 (b), respectively.

At point hy; = 3.59, the system contains only 1 stability t-interval (2.4170,2.9154). At
point /1 = 3.60, no stability T-interval exists.

4
Zj
10 0

L. |

1 1 1
0 100 200 300 400 500 0 100 200 300 400 500

T T

(a) I’l21 = 2.342 (b) h21 =2.343

ko - N W
(7)

Figure 4.1: NU(7) vs. T for Example 4.1.

Step 4: We can address the whole (/;1,7)-plane and exhaustively determine the stability set.
For a clear demonstration, we provide the stability set with (h1,7) € [-2,5] x [0,50] in
Fig. 4.2. O

Example 4.2. For the delayed BAM NN (2.5) in Example 3.12, we here choose a domain
(h12,h21) € [4.1,4.7] x [—4.9,—4.57] for a clear illustration. Scan the (h1y, hy1)-plane, and for
each point we calculate the stability set by using Theorem 3.8. Then we can exhaustively
determine the stability set, as shown in Fig. 4.3.

It is interesting to see in Fig. 4.3 that the stability parameter space of the delayed BAM NN
has multiple disjoint parts.

Using the approach proposed in Subsection 3.3, we can also obtain the stability set in
the corresponding 4-D parameter space, as reflected in Fig. 4.4. We here choose a domain
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Figure 4.2: Stability set in the (hy;, T)-plane for Example 4.1.

15 »

Figure 4.3: Stability set in the (h12, hp1, T)-space for Example 4.2.

(h12, h13, h1a) € [4.1,4.2] x [—0.38, —0.36] x [2.2,2.4] and the color information represents the
generalized delay margin. Here, the maximum generalized delay margin is 14.5923. O

Example 4.3. Consider the delayed annular NN (2.9) with coefficients as in [8] and [46]: y; =
2,061' = 1,i = 1,...,5, ﬁl = 2,,32 = 1,‘33 = 1,ﬁ4 = 1.3, and ,B5 = —0.5.

With the activation functions adopted in this section, it is true that s; = a; and h; = B;.
Here, we let X = (s1).

Step 0: The characteristic function is given by (2.11). In light of Lemma 3.1, we have that
F(W) = WO + (s2 — 451 + 8)W* + (457 — 1651 + 22)W3 + (657 — 2457 + 28)W? + (452 — 1651 +
17)W + s? — 4s; +2.31.

Step 1: The discriminant sequence is [Dy, Dy, D3, D4, Ds|, where Dy = 5, D, = 4s{ — 3253 +
8853 — 96s1 + 36, D3 = 0, Dy = —285.61s] + 2284.88s7 — 6283.4257 + 6854.64s1 — 2570.49,
and D5 = —1235.6631s10 + 24713.2621s] — 216241.0432s8 + 1087383.5315s] — 3472213.3222s% +
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Figure 4.4: Generalized delay margin w.r.t. (h1o, h13, h14).

7344781.49025? — 104:16639.96675‘11 + 9786451.78375% — 5838508.16645% +2001774.2285s1
— 274774.5492.

For this example, D; > 0, D, > 0, D3 = 0, D4 < 0 (one may easily prove the properties
concerning the signs of D, and Dy), and Ds may represent different signs w.r.t. s;. We can
obtain the CRC of real W roots: (1) {1,1,1} iff s; € (—00,0.3172) U (3.6828, +0) (in the case
D1 >0,Dy, >0,D3 =0,Dy < 0,D5 < 0); (2) {1} iff 51 € (0.3172,3.6828) (in the case D1 >
0,D, >0,D3 =0,D4y <0,Ds >00r Dy >0,D, =0,D3 =0,D4 = 0,D5 > 0); (3) {2,1} iff
s1 € {0.3172,3.6828} (in the case D; > 0,D; > 0,D3 = 0, D4 < 0,D5 = 0).

Step 2: When ¢ = 0, i.e., S% —4s1 +2.31 = 0, we can calculate that s; = 0.7 or s; = 3.3. Hence,

the interval (0.3172,3.6828) is separated into (0.3172,0.7), (0.7,3.3), and (3.3, 3.6828).
Furthermore, in light of Theorem 3.11, we can obtain the CRC of effective W roots:

(1) s; €(0.7,3.3), {1}1;
(2) s1 € (—0,0.7) U (3.3, +00), {}T.

Step 3: We analyze the NU(7) distribution w.r.t. s; through solving the characteristic equation
f(A,0) = 0. We have that when s; € (—o0,1.6138356), NU(0) = 0.

In view of the above analysis, we have that there are three classifications of stability prop-
erty as described below:

(1) The system is delay-independently stable iff s; € (—o0,0.7);
(2) The system contains only one stability T-interval of the form [0, T1) iff s; € (0.7,1.6138356);

(3) The system has no stability t-interval iff s; € (1.6138356, ).

Step 4: We can study the whole (s1,7)-plane and exhaustively determine the stability set. For a
clear demonstration, we provide the stability set with (s1, T) € [0.6,1.7] x [0,50] in Fig. 4.5 (a).
It can be seen that the system has one stability T-interval iff s; € (0.7,1.6138356). The
boundary of the corresponding stability region is shown in Fig. 4.5 (b).
To illustrate our analysis, we choose some values of s; and analyze the stability of the
system. We list the details in Table 4.1. U
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Figure 4.5: Stability set and the boundary curve for Example 4.3.

s;  stability T-set s;  stability T-set sy  stability T-set
0.69 [0, +o0) 099 [0,47956) 1.61  [0,0.0139)
0.71  [0,49.4106) 1 [0,4.6174)  1.62 ¢
072 [0,334746) 1.01  [0,4.4477) 1.63 ¢

Table 4.1: Stability T-set for Example 4.3.

5 Conclusion and future work

In this paper, we considered the stability of delayed neural networks (NNs) with a free delay
parameter T and a free system parameter vector X. As far as we know, the complete sta-
bility problem of delayed NNs involving heterogeneous free parameters has not been well
investigated.

We proposed a systematic method to investigate the stability in the (X, 7)-space. As a
consequence, we can exhaustively determine the stability set in the whole (X, 7)-space. The
effectiveness of the approach is illustrated by some numerical examples. It is interesting to
see that the stability parameter space of a delayed NN may have multiple disjoint parts.

Based on the research of this paper, we may further investigate more general delayed NNs.
In this paper, we focus on the case where the characteristic functions are in the form f(A, 7) =
ao(A) + a1(A)e"™. A more general form is f(A,T) = ag(A) + a1 (A)e™™ + - - + ag(A)e 1™,
where ag(A),...,a4(A), g € Ny, are polynomials. The stability analysis when g > 1 will be
much more complicated. In the future, we would extend the approach to such a case.

Acknowledgements

This work was supported in part by the Designated Allocations for the Fundamental Sci-
entific Research Operational Costs Pertaining to Undergraduate Institutions within Liaoning
Province under Grant Nos. LJBKY2024020, in part of the Basic Scientific Research Project of
Liaoning Provincial Department of Education under Grant Nos. L]J212410152015, in part of
Natural Science Research Start-up Foundation of Recruiting Talents of Nanjing University of
Posts and Telecommunications under Grant Nos. NY222031, and in part of National Natural



Complete stability problem of a class of delayed neural networks 21

Science Foundation of China under Grant Nos. 62303238.

References

[1]

2]

[3]

[4]

[5]

[6]

[7]

[8]

[9]

[10]

[11]

[12]

C. Aourrr, I. B. GHARBIA, J. Ca0, A. ALsAEDI, Dynamics of impulsive neutral-type
BAM neural networks, |. Frankl. Inst. 356(2019), 2294-2324. https://doi.org/10.1016/
j.jfranklin.2019.01.028

S. Arix, An analysis of global asymptotic stability of delayed cellular neural net-
works, IEEE Trans. Neural Netw. 13(2002), 1239-1242. https://doi.org/10.1109/TNN.
2002.1031957

E. ArsLAN, Novel criteria for global robust stability of dynamical neural networks with
multiple time delays, Neural Netw. 142(2021), 119-127. https://doi.org/10.1016/j.
neunet.2021.04.039

B. BArRMAN, B. GHOsH, Explicit impacts of harvesting in delayed predator—prey models,
Chaos Solitons Fractals 122(2019), 213-228. https://doi.org/10.1016/j.chaos.2019.03.
002

J. BELAIR, Stability in a model of a delayed neural network, J. Dynam. Differential Equations
5(1993), 607-623. https://doi.org/10.1007/BF01049141

I. Boussaapa, S.-I. NIcuLEscu, Tracking the algebraic multiplicity of crossing imaginary
roots for generic quasipolynomials: A Vandermonde-based approach, IEEE Trans. Autom.
Control 61(2016), 1601-1606. https://doi.org/10.1109/TAC.2015.2480175

S. A. CampBELL, S. RuAN, J. WEI, Qualitative analysis of a neural network model with
multiple time delays, Int. |. Bifurcation Chaos 9(1999), 1585-1595. https://doi.org/10.
1142/50218127499001103

T. Ca1, H. Zuang, E YANG, Simplified frequency method for stability and bifurcation
of delayed neural networks in ring structure, Neurocomputing 121(2013), 416—422. https:
//doi.org/10.1016/j .neucom.2013.05.022

J. Cao, M. X140, Stability and Hopf bifurcation in a simplified BAM neural network with
two time delays, IEEE Trans. Neural Netw. 18(2007), 416-430. https://doi.org/10.1109/
TNN.2006.886358

J. CHEN, P. Fu, S.-1. N1cuLEscu, Asymptotic behavior of imaginary zeros of linear systems
with commensurate delays, Proc. 45th IEEE Conf. Dec. Contr., San Diego, 2006, pp. 1375
1380. https://doi.org/10.1109/CDC.2006.377014

J. CueN, P. Fu, S.-1. N1cuLEscuy, Z. GUAN, An eigenvalue perturbation approach to stability
analysis, part II: when will zeros of time-delay systems cross imaginary axis, SIAM J.
Contr. Optim. 48(2010), 5583-5605. https://doi.org/10.1137/080741719

P. P. CivaLLers, M. GiLLi, L. PANDOLFI, On stability of cellular neural networks with
delay, IEEE Trans. Circuits Systems I Fund. Theory Appl. 40(1993), 157-165. https://doi.
org/10.1109/81.222796


https://doi.org/10.1016/j.jfranklin.2019.01.028
https://doi.org/10.1016/j.jfranklin.2019.01.028
https://doi.org/10.1109/TNN.2002.1031957
https://doi.org/10.1109/TNN.2002.1031957
https://doi.org/10.1016/j.neunet.2021.04.039
https://doi.org/10.1016/j.neunet.2021.04.039
https://doi.org/10.1016/j.chaos.2019.03.002
https://doi.org/10.1016/j.chaos.2019.03.002
https://doi.org/10.1007/BF01049141
https://doi.org/10.1109/TAC.2015.2480175
https://doi.org/10.1142/S0218127499001103
https://doi.org/10.1142/S0218127499001103
https://doi.org/10.1016/j.neucom.2013.05.022
https://doi.org/10.1016/j.neucom.2013.05.022
https://doi.org/10.1109/TNN.2006.886358
https://doi.org/10.1109/TNN.2006.886358
https://doi.org/10.1109/CDC.2006.377014
https://doi.org/10.1137/080741719
https://doi.org/10.1109/81.222796
https://doi.org/10.1109/81.222796

22 J.-X. Chen and X. Li

[13] K. L. Cookg, P. vaN DEN DRIESSCHE, On zeroes of some transcendental equations, Funk-
cial. Ekvac. 29(1986), 77-90. https://doi.org/0532-8721

[14] K. Gu, V. L. KuaritoNov, J. CHEN, Stability of time-delay systems, Birkhduser, Boston, 2003.
https://doi.org/10.1007/978-1-4612-0039-0

[15] Z. Guo, J. WANG, Z. YAN, A systematic method for analyzing robust stability of interval
neural networks with time-delays based on stability criteria, Neural Netw. 54(2014), 112-
122. https://doi.org/10.1016/j .neunet.2014.03.002

[16] I. GyOri, F. HARTUNG, Stability results for cellular neural networks with delays, Proceed-
ings of the 7th Colloquium on the Qualitative Theory of Differential Equations, Electron. J. Qual.
Theory Differ. Equ., 2004, No. 13, 1-14. https://doi.org/10.14232/ejqtde.2003.6.13

[17] J. K. HALE, S. M. VERDUYN LUNEL, Introduction to functional differential equations, Springer-
Verlag, New York, 1993. https://doi.org/10.1007/978-1-4612-4342-7

[18] F. HARTUNG, M. PINTO, R. TORRES, Uniform approximation of a class of impulsive delayed
Hopfield neural networks on the half-line, Electron. |. Qual. Theory Differ. Equ. 2024, No. 63,
1-29. https://doi.org/10.14232/ejqtde.2024.1.63

[19] J. J. HorrieLD, Neural network and physical systems with emergent collective compu-
tational abilities, Proc. Natl. Acad. Sci. USA 79(1982), 2554-2558. https://doi.org/10.
1073/PNAS.79.8.2554

[20] D. Hu, L. Ma, Z. Song, Z. ZHENG, L. CHENG, M. Liu, Multiple bifurcations of a
time-delayed coupled FitzZHugh-Rinzel neuron system with chemical and electrical cou-
plings, Chaos Solitons Fractals 180(2024), 114546. https://doi.org/10.1016/j.chaos.
2024.114546

[21] V. L. KrariTONOV, A. D. B. PaICE, Robust stability of a class of neural networks with
time delays, . Dynam. Differential Equations 9(1997), 67-91. https://doi.org/10.1007/
BF02219053

[22] A. Krawikc, M. Szyprowskl, Economic growth cycles driven by investment delay, Econ.
Model. 67(2017), 175-183. https://doi.org/10.1016/j.econmod.2016.11.014

[23] S. L, J. Cao, H. L1y, C. HuaNG, Delay-dependent parameters bifurcation in a fractional
neural network via geometric methods, Appl. Math. Comput. 478(2024), 128812. https:
//doi.org/10.1016/j.amc.2024.128812

[24] X.-G. L1, J.-X. CHEN, Y. ZHANG, Complete stability analysis with respect to delay for
neural networks, IEEE Trans. Neural Netw. Learn. Syst. 29(2018), 4672-4682. https://doi.
org/10.1109/TNNLS.2017.2771808

[25] X. L1, J.-C. L1y, X.-G. L1, S.-I. N1cuLEscu, A. CELA, Reversals in stability of linear time-
delay systems: A finer characterization, Automatica 108(2019), 108479. https://doi.org/
10.1016/j.automatica.2019.06.031

[26] X.-G. L1, S.-I. N1cuLescu, A. CELA, L. ZHANG, X. L1, A frequency-sweeping framework for
stability analysis of time-delay systems, IEEE Trans. Autom. Control 62(2017), 3701-3716.
https://doi.org/10.1109/TAC.2016.2633533


https://doi.org/0532-8721
https://doi.org/10.1007/978-1-4612-0039-0
https://doi.org/10.1016/j.neunet.2014.03.002
https://doi.org/10.14232/ejqtde.2003.6.13
https://doi.org/10.1007/978-1-4612-4342-7
https://doi.org/10.14232/ejqtde.2024.1.63
https://doi.org/10.1073/PNAS.79.8.2554
https://doi.org/10.1073/PNAS.79.8.2554
https://doi.org/10.1016/j.chaos.2024.114546
https://doi.org/10.1016/j.chaos.2024.114546
https://doi.org/10.1007/BF02219053
https://doi.org/10.1007/BF02219053
https://doi.org/10.1016/j.econmod.2016.11.014
https://doi.org/10.1016/j.amc.2024.128812
https://doi.org/10.1016/j.amc.2024.128812
https://doi.org/10.1109/TNNLS.2017.2771808
https://doi.org/10.1109/TNNLS.2017.2771808
https://doi.org/10.1016/j.automatica.2019.06.031
https://doi.org/10.1016/j.automatica.2019.06.031
https://doi.org/10.1109/TAC.2016.2633533

Complete stability problem of a class of delayed neural networks 23

[27] X.-G. L1, S.-I. N1cuLEescy, J.-X. CHEN, T. CHAIL Characterizing PID controllers for linear
time-delay systems: a parameter-space approach, IEEE Trans. Autom. Control 66(2021),
4499-4513. https://doi.org/10.1109/TAC.2020.3030860

[28] X. L1, J. WEL, On the zeros of a fourth degree exponential polynomial with applications
to a neural network model with delays, Chaos Solitons Fractals 26(2005), 519-526. https:
//doi.org/10.1016/j.chaos.2005.01.019

[29] Q. L1, X. YANG, Complex dynamics in a simple Hopfield-type neural network, in: J. Wang,
X. Liao, Z.Yi, (Eds.) Advances in Neural Networks —ISNN 2005, Lecture Notes in Computer
Science, Vol. 3496, Springer, Heidelberg, 2005, pp. 357-362. https://doi.org/10.1007/
11427391_56

[30] X.-G. L1, L. Zrang, X. L1, J.-X. CHEN, Colored stability crossing sets for SISO delay
systems, IEEE Trans. Autom. Control 63(2018), 4016—4023. https://doi.org/10.1109/TAC.
2018.2810505

[31] S. Liang, D. J. Jerrrey, Automatic computation of the complete root classification for
a parametric polynomial, . Symb. Comput. 44(2009), 1487-1501. https://doi.org/10.
1016/j.jsc.2009.05.003

[32] C. M. Marcus, R. M. WESTERVELT, Stability of analog neural networks with delay, Phys.
Rev. A, Gen. Phys. 39(1989), 347-359. https://doi.org/10.1103/physreva.39.347

[33] W. MicHIELs, 1. Boussaapa, S.-I. NIcuLEscu, An explicit formula for the splitting of
multiple eigenvalues for nonlinear eigenvalue problems, and connections with the lin-
earization for the delay eigenvalue problem, SIAM |. Matrix Anal. Appl. 38(2017), 599-620.
https://doi.org/10.1137/16M107774X

[34] W. Micniers, S.-I. Nicurescu, Stability and stabilization of time-delay systems: an
eigenvalue-based approach, SIAM, Philadelphia, PA, 2007. https://doi.org/10.1137/1.
9780898718645.chl

[35] N. Orcgac, R. SteaHI, An exact method for the stability analysis of time-delayed linear
time-invariant (LTI) systems, IEEE Trans. Autom. Control 47(2002), 793-797. https://doi.
org/10.1109/TAC.2002.1000275

[36] M. SaExi1, Properties of stabilizing PID gain set in parameter space, IEEE Trans. Autom.
Control 52(2007), 1710-1715. https://doi.org/10.1109/TAC.2007 .904285

[37] R. Stpani, S.-I. Nicurescu, C. T. Asparran, W. Micuiers, K. Gu, Stability and sta-
bilization of systems with time delay, IEEE Control Syst. Mag. 31(2011), 38-65. https:
//doi.org/10.1109/MCS.2010.939135

[38] Y. SonG, M. HAN, ]J. WEI, Stability and Hopf bifurcation analysis on a simplified BAM
neural network with delays, Phys. D 200(2005), 185-204. https://doi.org/10.1016/j.
physd.2004.10.010

[39] K. WALTON, ]J. E. MARsSHALL, Direct method for TDS stability analysis, Proc. Inst. Elect.
Eng. D. 134(1987), 101-107. https://doi.org/10.1049/ip-d: 19870018


https://doi.org/10.1109/TAC.2020.3030860
https://doi.org/10.1016/j.chaos.2005.01.019
https://doi.org/10.1016/j.chaos.2005.01.019
https://doi.org/10.1007/11427391_56
https://doi.org/10.1007/11427391_56
https://doi.org/10.1109/TAC.2018.2810505
https://doi.org/10.1109/TAC.2018.2810505
https://doi.org/10.1016/j.jsc.2009.05.003
https://doi.org/10.1016/j.jsc.2009.05.003
https://doi.org/10.1103/physreva.39.347
https://doi.org/10.1137/16M107774X
https://doi.org/10.1137/1.9780898718645.ch1
https://doi.org/10.1137/1.9780898718645.ch1
https://doi.org/10.1109/TAC.2002.1000275
https://doi.org/10.1109/TAC.2002.1000275
https://doi.org/10.1109/TAC.2007.904285
https://doi.org/10.1109/MCS.2010.939135
https://doi.org/10.1109/MCS.2010.939135
https://doi.org/10.1016/j.physd.2004.10.010
https://doi.org/10.1016/j.physd.2004.10.010
https://doi.org/10.1049/ip-d:19870018

24 J.-X. Chen and X. Li

[40] T. WANG, Z. CHENG, R. Bu, R. M4, Stability and Hopf bifurcation analysis of a simpli-
fied six-neuron tridiagonal two-layer neural network model with delays, Neurocomputing
332(2019), 203-214. https://doi.org/10.1016/j.neucom.2018.12.005

[41] H. WANG, J. L1y, Y. ZHANG, New results on eigenvalue distribution and controller design
for time delay systems, IEEE Trans. Autom. Control, 62(2017), 2886—2901. https://doi.
org/lO.1109/TAC.2016.2637002

[42] ]. WE1, S. RuaN, Stability and bifurcation in a neural network model with two delays,
Phys. D 130(1999), 255-272. https://doi.org/10.1016/50167-2789(99)00009-3

[43] L. YANG, Recent advances on determining the number of real roots of parametric poly-
nomials, J. Symb. Comput. 28(1999), 225-242. https://doi.org/10.1006/jsco.1998.0274

[44] Y. YANG, ]. YE, Stability and bifurcation in a simplified five-neuron BAM neural network
with delays, Chaos Solitons Fractals 42(2009), 2357-2363. https://doi.org/10.1016/j.
chaos.2009.03.123

[45] H. ZrAoO, J. Cao, New conditions for global exponential stability of cellular neural
networks with delays, Neural Netwo. 18(2005), 1332-1340. https://doi.org/10.1016/j.
neunet.2004.11.010

[46] T. Zuang, H. Jiang, Z. TENG, On the distribution of the roots of a fifth degree expo-
nential polynomial with application to a delayed neural network model, Neurocomputing
72(2009), 1098-1104. https://doi.org/10.1016/j.neucom.2008.03.003

[47] H. ZuaNg, Z. WANG, D. L1u, A comprehensive review of stability analysis of continuous-
time recurrent neural networks, IEEE Trans. Neural Netw. Learn. Syst. 25(2014), 1229-1262.
https://doi.org/10.1109/TNNLS.2014.2317880

[48] Y. G. ZHENG, Z. H. WANG, The impact of delayed feedback on the pulsating oscillations
of class-B lasers, Int. |. Nonlin. Mech. 45(2010), 727-733. https://doi.org/10.1016/7.
ijnonlinmec.2010.05.002


https://doi.org/10.1016/j.neucom.2018.12.005 
https://doi.org/10.1109/TAC.2016.2637002 
https://doi.org/10.1109/TAC.2016.2637002 
https://doi.org/10.1016/S0167-2789(99)00009-3
https://doi.org/10.1006/jsco.1998.0274
https://doi.org/10.1016/j.chaos.2009.03.123 
https://doi.org/10.1016/j.chaos.2009.03.123 
https://doi.org/10.1016/j.neunet.2004.11.010 
https://doi.org/10.1016/j.neunet.2004.11.010 
https://doi.org/10.1016/j.neucom.2008.03.003
https://doi.org/10.1109/TNNLS.2014.2317880 
https://doi.org/10.1016/j.ijnonlinmec.2010.05.002
https://doi.org/10.1016/j.ijnonlinmec.2010.05.002

	Introduction
	Neural network models and characteristic functions
	Delayed Hopfield neural network model
	Delayed bidirectional associative memory (BAM) neural network model
	Delayed annular neural network model
	Characteristic function

	Main results
	Complete stability problem w.r.t. τ
	Complete root classification (CRC) of effective W roots
	Systematic approach for determining stability set in (X,τ)-space

	Illustrative examples
	Conclusion and future work

