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Abstract. We consider a class of double-phase nonlinear eigenvalue problems driven
by a (2, ¢)-Laplace-like operator:

—Au —ediv [p(x, |Vu|)Vu] = A(u +¢)

in a domain (), subject to Dirichlet boundary conditions, where () is a bounded subset
of RN with a smooth boundary. Here, ¢ > 0, and the potential function ¢ exhibits
p(x)-variable growth.

We establish several results on the existence and concentration of eigenvalues for
this problem, focusing on the influence of the growth behavior of the potential function
¢, specifically through the interaction between the variable growth exponent p(x) and
the constant growth exponent 2. The proofs rely on variational arguments based on the
Direct Method in the Calculus of Variations, Ekeland’s variational principle, and energy
estimates.
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spectrum, variable exponent, eigenvalue problem, coercive and noncoercive case.
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1 Introduction

The study of variational problems with nonstandard growth conditions has been extensively
developed in recent years. Moreover, as technological advancements in key areas such as
robotics, aerospace engineering, and image restoration have accelerated, new mathematical
models have emerged to obtain significant results. Notably, (2, p)-equations (i.e., equations
driven by the sum of a Laplacian and a p-Laplacian) appear in mathematical physics, includ-
ing quantum physics (see Benci, D’Avenia, Fortunato, Pisani [7]) and plasma physics (see
Cherfils, Ilyasov [13]). Since equations driven by the sum of two differential operators with
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different structures (such as (2, p)-equations or, in our case, (2, p(x))-equations) arise in math-
ematical models of various physical processes, we refer to the work of Marano and Mosconi
[24] for more details.

Problems involving Laplace operators with different homogeneity have been extensively
studied over the years. We mention here some relevant works by Barile and Figueiredo [6],
Motreanu and Tanaka [29], as well as Papageorgiou and Radulescu [31]. A significant ad-
vancement in the study of problems involving sums of two differential operators has been
made through the investigation of problems with the p(x)-Laplacian and p(x)-Laplacian like
operators, which exhibit a more complex structure and lack homogeneity. There is strong mo-
tivation for studying equations with variable exponent growth conditions, as they model var-
ious phenomena in elastic mechanics (see Zhikov [44]), electrorheological fluids (see Acerbi,
Mingione [3], Diening [15]), and image restoration (see Chen, Levine, Rao [11]). Additionally,
recent trends in variational fractional analysis allow us to model problems arising in fluid
mechanics (see Ragusa [34]), electromagnetism and electrochemistry (see Guariglia [19], Li,
Dao, and Guo [23]), viscoelasticity (see Abbas and Ragusa [1], Li, Dao, and Guo [23]), and
signal processing (see Guariglia [18]).

In this paper, we extend the results obtained in the aforementioned studies by replacing
the p-Laplace operator with a p(x)-Laplacian-type operator driven by a potential function ¢,
which may take the following forms:

(1) ¢(x,z) = zP)~2, which includes the weighted p(x)-Laplace operator;

(2) ¢(x,z) = \/ (1+ |z[2)” -2 corresponding to the generalized mean curvature operator;

3) ¢(x,z) = (1 + (fj:;ﬂ){))) , which describes the capillary phenomenon.

The last case has recently gained significant attention (see Avci [4], Uta [41], Vetro [42],
Wang, Zhou [43]). This growing interest is driven not only by the intrinsic fascination with
naturally occurring phenomena such as the motion of drops, bubbles, and waves but also by
the importance of these studies in applied fields, including industrial, biomedical, pharma-
ceutical, and microfluidic systems.

Our study is based on newly developed differential operators introduced by Kim and Kim
[21], which allow us to analyze problems that may lack uniform convexity. In this paper,
we study the operators introduced by Kim and Kim from a different perspective, as our
problems involve the (2, p(x))-Laplace-like operator, which has a more complex structure.
Additionally, the fact that the reaction function, i.e., f(x,z) = z + ¢, exhibits constant growth
behavior introduces additional technical difficulties, especially due to the presence of the
Laplace differential operator embedded in the structure of the differential operator.

To analyze our problem, we consider different growth behaviors for the variable exponent
p(x), as follows:

(1) The first case:
1<p <px)<pt<2 onQ. (1.1)

(2) The second case:

2<p <px)<pt<p(x) onQ. (1.2)

(3) The third case:

1<p <2<p"<p'(x) onQ. (1.3)
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In both the second and third cases, p*(x) = 1\1]\’7707;8) represents the critical Sobolev expo-

nent for variable exponent spaces.

We note that a problem similar to the case (1.1) has been studied by Costea and Mihailescu
[14] for a simpler p(x)-Laplace-like operator, using Banach’s fixed point theorem. For further
results on (p1(x), p2(x))-problems involving similar potentials, we refer to Radulescu et al.
[5,9], and Uta [38] for the coercive case; Radulescu [12] and Uta [39,41] for the noncoercive
case; Aberqi, Bennouna, Benslimane, and Ragusa [2], and Utd [37] for studies on manifolds;
and Repovs [35] and Uta [40] for cases involving a lack of compactness.

The structure of this paper is as follows: In Section 2, we provide a brief description of the
functional framework, including constant Lebesgue and Sobolev spaces for the first case and
variable exponent Lebesgue and Sobolev spaces for the second and third cases. In Section 3,
we introduce the basic hypotheses, some auxiliary results essential to our study, and we state
the main results for each case. Section 4 is dedicated to proving the main results. Finally, in
Section 5, we present some remarks, future research perspectives related to our methods, and
open problems that may arise under different assumptions.

2 The functional framework

In this section, we introduce the basic properties of variable exponent spaces, which constitute
the necessary functional framework for the study of problem (P, ).

These results are described in the following books: Diening, Hastd, Harjulehto, Ruzi¢ka
[20], Radulescu, Repovs [33]. We also refer to the survey paper by Radulescu [32].

Let Q) be a bounded domain in R¥.

For a measurable function p : QO — R, we define:

pt=supp(x), p = infp(x).

e xeQ)

Define:
CL(Q)={peCQ): p(x) >1,VxeQ}.

The variable exponent Lebesgue space LP(*)(Q) is defined as:

LPO(Q) = {u : ) — R measurable : / u|P®dx < oo} ,
0

. p(x)
|u[p(x) = inf ;4>0:/Q dx <15;.

Equipped with this norm, LP(*)(Q)) becomes a Banach space whose dual is L¥ (),

1 1
where W"‘W =1.

Remark 2.1. If 1 < p(x) < oo, then L) (Q) is a reflexive Banach space. Moreover, if p is
measurable and bounded, then LP(¥)(Q)) is also separable.

with the norm:
u(x)

Remark 2.2. If 0 < |Q)] < o0 and h(x), r(x) satisfy h(x) < r(x) almost everywhere in (), then
the following continuous embedding holds:

L™ (Q) — LMY (Q).
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Denoting L?'*)(Q) as the dual space of LP¥)(Q)), we have the following Holder-type in-
equality for all u € L' (Q) and v € LV (Q):

/ uv dx
Q

A key role in studies involving variable exponent Lebesgue spaces is played by the mod-
ular of L’ (Q)), denoted as Pp(x) LP®(Q) — R and defined by:

1 1
< (p_ n p,_) o) 2 ]e) < 21l [0 @1)

oot () = [ u()"

Remark 2.3. If p(x) # constant in Q, then for u, (u,) € LP()(Q), the following relations hold:

ltlp) < 1= [ulb ) < o () < [ull ), 2.2)
- +

lp) > 1= Juld ) < ppy(u) < Julf ), 2.3)

[ulp) =1 = ppy(u) =1, (2.4)

[un — ]y = 0 ppx) (Un —u) — 0. (2.5)

The variable exponent Sobolev space W'?(*)(Q) is defined as:
W) () = {u € LPM(Q) : |Vul € Lp(x)(())}

with the equivalent norms:
Hqu(x) = ‘u|p(x) + |Vu‘p(x)r

u ul(x) P&
Hquinf{y:/ﬁ(‘v;x) + ux) )dxgl}.

I
The space W.**)(Q)) is defined as the closure of C(Q) with respect to the norm || - Y
p 0 0 p p(x)

p(x)

Wo"(Q) = {u ulan = 0,u € L'O(Q), |Vu| € L'O() }.
Taking into account [21], for p € C;(Q)), we have the p(-)-Poincaré-type inequality:
|u|p(x) < C|Vu|p(x)l (2.6)
where C > 0 is a constant depending on p and Q).

Remark 24. If p,q : QO — (1,00) are Lipschitz continuous, with p™ < N and p(x) < g(x) <

p*(x) for all x € Q), where p*(x) = NZ\T’;J(?C), then the embedding:

Wy (Q) = L19(Q)
is compact and continuous.

Remark 2.5. If 0 < |Q)] < co and py(x) < p1(x) in Q, then the following continuous embed-
ding holds:

Wéfpl(x) Q) — W&J’z(x) Q).
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Remark 2.6. If p(x) = p = constant for every x € ), then the modular p,, ) (1) becomes l|u||5,
and thus we work within the framework of constant exponent spaces:

LF(Q) = {u : ) — R measurable : / |u|P dx < oo} ,
0

endowed with the norm ]

uly = ([, mepax)”

Similarly, the Sobolev space is defined as
W&’p(ﬂ) = {u: Q — R measurable : u|yq =0, u € LP(Q)), |Vu| € LP(Q))},

endowed with the norm 1

fully = ( [, 1Vut P x)’

3 Basic hypotheses

We will study the problem

{—Au —ediv [p(x, |Vu|)Vu] =A (u+¢e) inQ,
(PA,s)

u=20 on d(),
In order to state more precisely our results we have that:
(p1) ¢ : Q2 x[0,00) — [0,00) fulfill the following assumptions:
e ¢(+,z) is measurable on Q) for all z > 0;

e ¢(x,-) is locally absolutely continuous on [0, o) for almost all x € Q).
(¢2) There exist a function « € L' *)(Q) and a positive constant 8 such that
p(x, 2])z] < alx) + plz|P) 7!
for almost all x € Q and for all z € RN.

(¢3) There is a positive constant ¢ such that the following hypotheses hold for almost all
x e
o ¢(x,z) > czP¥)-2,

° Z?Ti(x’z) +¢(x,2) > czP™) =2 for almost all z > 0.

Definition 3.1. We say that A € R is an eigenvalue of the problem (P, .) if there exists u €
W\ {0} such that:

/QVuV(pdx—l—e/Q[cp(x,]VuDVqu)] dx = A/Q(u—l—e) pdx

forall p € W.
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Remark 3.2. As we are interested in finding weak solutions to problem (P, .), and our differ-
ential operator exhibits a double-phase behavior (being driven by both the Laplace and the
¢-Laplace operator) the natural function space in which we seek solutions depends on the
relationship between the growth behaviors of these two differential operators.

In the first case, we aim to find solutions in the functional space Wé’z(ﬂ) = H}(Q),
considering that 1 < p~ < p(x) < p* < 2 0on Q. In the second and third cases, the appropriate

space for finding solutions is Wg P ) (Q), taking into account that either 2 < p~ < p(x) < p*
and 2 < p*(x),or p~ <2 < p*and 2 < p*(x) on Q.

Throughout this paper, we denote the appropriate functional framework by W, where
W = W,2(Q) := H}(Q) in the first case, and W = Wé’p (x)(Q) in the second and third cases.
For further details, we refer to [22, Theorem 2.8].

In what follows we set: t
So(x,t) = / $(x,z)zdz.
0

An important role in our variational approach is played by the fact that the following
assumption holds true for the potential ¢:

(¢4) Porall x € Q, all z € RY, the following estimate is true:

0 < ¢(x, |z[)]z* < p™So(x, |z]).

In order to identify the eigenvalues of problem (P, .), we consider the following energy
functional and demonstrate that its critical points correspond to weak solutions of our prob-
lem. Let T) . : W — R be defined as follows:

Tre(u) = S(u) = AR(u),

where
1
S(u) = f/ \Vu\zdx+s/ So(x, |Vul)dx,
2 Ja Q

R(u) = g/()uzdx+)\£/0udx.

Now, using [21, Lemmas 3.2, 3.4], by standard arguments we can see that T) , € C! (W,R)
and

(T (1), 9) = / VuV edx + s/ o(x, |Vu|)VuV edx — /\/ (u+e)dx,
' 0 0 0
hence we can say that the critical points of T, . are weak solutions for the problem (P, ;).

Remark 3.3. Throughout this paper by

|Vu|2dx
AM(A):=  min S———
ueH}(Q)\{0} / P
Q

we will denote the principal eigenvalue of the Laplace operator.

We are now ready to state our existence theorems.
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Theorem 3.4. Assume that hypotheses (¢1)—(¢a), (1.1) and € > 0 hold true, then every A €
(0,A1(A)) is an eigenvalue of the problem (P) ;).

Theorem 3.5. Assume that hypotheses (¢1)—(¢a), (1.2) and ¢ > 0 hold true, then there exists a
constant Ay > 0, such that any A € (0, Ag) is an eigenvalue of the problem (P) ;).

Theorem 3.6. Assume that hypotheses (¢1)—(¢a), (1.2) and € > 0 hold true, then every A € R, A > 0
is an eigenvalue of the problem (P, ).

Theorem 3.7. Assume that hypotheses (¢1)—(¢a), (1.3) and ¢ > 0 hold true, then every A €
(0,A1(A)) is an eigenvalue for the problem (P ).

Theorem 3.8. Assume that hypotheses (¢1)—(¢pa), (1.3) and € > 0 hold true, then there exists a
constant A* > 0, such that any A € (0, A*) is an eigenvalue of the problem (P, ).

4 Main results

4.1 Proof of Theorem 3.4

Since (1.1) holds, we have 1 < p~ < p(x) < p* < 2, which implies the following continuous
embeddings hold:

Wp"(Q) < Wi (Q) == H (),
LPM(Q) = L2(Q),
and by W we will denote H}(Q). As A € (0,A1(A)) we can remark the following.

(4.1)

Remark 4.1. There exists a constant Cy > 0 such that, for every u € W, the following holds:
CA/ Vul2dx g/ (1Vuf? = Aluf?) dx. 4.2)
Q Q

Therefore we have that:

The(u) = S(u) — AR(x)

21/ |Vu\2dx+s/ So(x,]Vu|)dx—A/ uzdx—As/ udx
2Ja 0 2 Ja 0
(42) 1 ,
> fCA/ |Vl dx—l—e/ So(x,|Vu|)dx—A£/ udx

2 O O ¢
(94)
24 ;CA/Q|Vu|zdx—|—pi/Qtp(x,]Vu|)|Vu|2dx—Ae/Qudx

(¢3)
23 ;CA||u|\%\,+;i/Q|Vu|p(x)dx—)\s|uh

1 ceCP | - +
> 5 Caluly + === min {uly uly } = AeCallulw,

+
where C? = max{C? , cr' }, and CP* > 0 are some constants obtained from the continuous
embedding W&’p (x)(Q) — H}(Q)), and C; > 0 is a constant obtained from the continuous
embedding H}(Q) — L1(Q).
Now letting ||u||w — oo we obtain that

Him  T) (u) = oo,
[ullw—eo 7
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hence we get that the energy functional T) . is coercive. By the properties of the potential
function ¢ and using relation (1.1) we have that T, . is weakly lower semicontinuous, i.e.
Thre(u) <liminf, ;e Th¢(uy), for any sequence (u,),>1 C W for which we have u, — uin W
(for more details we refer to [21, Lemma 4.3]).

In conclusion, using [36, Theorem 1.2], we get that for each A € (0,11(A)) we obtain at
least one nontrivial critical point of T ., which is in fact a global minimum point of our energy
functional. O

Remark 4.2. In order to enhance clarity and improve the readability of the paper, we present
Figure 4.1 illustrating a simple function that exhibits the same geometrical properties as our
energy functional. For simplicity, we omit the x-dependence of f and define f : R — R as

£2) = 3laP +elz® A (Glaft e 2).

We consider the following parameters ¢ = 3, A = 0.2, p(x) = 1.5+ 0.49 - sin(67tx) for:
(a) the behavior near the origin;

(b) the behavior away from the origin.

2.54 300

200+

f(z) f(z)

100

0.5+

0.2 0.4 0.6 0.8 1 0 2 4 6 8 10
z z

Figure 4.1: For the parameters specified above, the first figure illustrates the
existence of a global minimum near the origin, while the second figure demon-
strates the coercivity of the function f.

Remark 4.3. It is obvious that the critical point of our energy functional, described as
T)\,s(u)x) = min T)L,g(u)
ueW

is nontrivial since u = 0 is not a solution of the problem (P, ).

Remark 4.4. For similar results in the anisotropic case we refer to [8, Theorem 3.2], [26, Theo-
rem 3], [27, Theorem 1.1(c)], [30, Theorem 1] and to [33, Chapter 5].
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4.2 Proof of Theorem 3.5
Since from now on (1.2) holds true, we have that2 < p~ < p(x) < pT and 2 < p*(x) = NN_’?;SEC}C).
Given that we are in the second case of study, we will consider W := Wg’p(x)(ﬂ) as the
appropriate functional framework.
Since the proof of the present theorem is longer and involves more technical difficulties
than Theorem 3.4, we will split it into several steps.
Firstly we shall prove some geometric properties of the energy functional associated to our
problem.

Step 1. We will prove the existence of a “mountain” near the origin, that is the existence of
some constants p > 0 and 6 > 0 such that

T)\,g(lxl) >60>0

for any u € W with ||ul|w = p.
Consider u € W such that [[ul|w < 1, we have that

The(u) = S(u) — AR(u)

21/ |Vu|2dx+£/ So(x,|Vu|)dx—A/ ude—Ae/ udx
2Jo o) 2 Ja o)

> 1/ IVu\zdx—kc—s/ ]Vu|p(x)dx—/\/ uzdx—)uz/ udx
2 Ja pt Ja 2 Ja Q
(using hypotheses (¢3), (¢4))

1 ce + A
> ECszuH%er pjl\u\lﬁv - Elulﬁ — Aelulq

CI
> ;ipp+ —A (;ppZ - 8C1pp>

C/
CE +_1 2p
o it (T

where C, > 0, Cép > 0, C1p > 0 are some constants obtained using the following continuous
embeddings W — H}(Q), W — L2(Q)), respectively W — L1(Q).
Therefore, we can set
cepb” 1 2

Ao = : 43
0 pt Gy, +2eCyy (43)

then for any A € (0,Ap), € > 0,we may find a constant § = 0(Ag,¢) > 0 such that
T)\,g(u) > 0 > 0,

for any u € W, with ||u|lw = p.

Step 2. We shall prove in what follows the existence of a "valley" at a suitable distance from
the origin. Hence, we will highlight the existence of an element v € W such that

Tar(zv) <0, (4.4)

provided that z > 0 is sufficiently small.
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So, let v € C{(Q), v(x) > 0, then there exists 0y C Q such that for any x € Oy we
have v(x) > 0. For more details on similar arguments we refer to [28, Lemma 2.3] and
[25, Lemma 2(iii)] (see also [26, proof of Theorem 4], [27, proof of Theorem 1.1(b)]). Then for
z € (0,1) sufficiently small we have that:

Thre(zv) = S(zv) — AR(zv)

2 2
< Cpezl —I—Z—/ \Vv\zdx—}\z—/ ]v[de—Aez/ vdx
2 Ja 2 Jo Qo

2
< CpezPl +Z—/ \Vv|2dx—)\sz/ vdx
2 Ja ol

< z? <Cvs+ 1/ |Vv\2dx> —Asz/ vdx
2 Ja ol

(due to the fact that2 < p~ and z € (0,1)),

where C, = 2C¢]1x]p/(x)HvH&; + pﬁ,Hvai, and Cy > 0 is a constant which depends on the
potential ¢.
Since z is chosen to be small enough we get that

Thre(zv) <0,

provided by any z < zg, where

0<zo<min{1

e fQo vdx }

"Coe+ % [, |Vo|2dx

Remark 4.5. We may observe from the results obtained in Step 2 that our energy functional
does not have the appropriate geometry for applying the mountain pass theorem, as the valley
obtained is not sufficiently far from the origin as required.

Step 3. In what follows, we aim to prove that the geometrical properties of the energy func-
tional established in the previous steps can still guarantee the existence of a nontrivial critical
point. Therefore, we seek to find a Palais—Smale sequence that converges to this critical point.

By the assumption that A € (0, Ap) and taking into account Step 1, we obtain

o . Toe(u) >0, (4.5)

where B(0,p) denotes the ball centered at 0 with radius p in W, and dB(0, p) represents its
boundary.

Moreover, by Step 2, there exists v € W such that T, ((zv) < 0, provided that z > 0 is
sufficiently small.

Hence, by the fact that 2 < p*(x) and by relations (2.2), (2.3) we obtain the following
continuous embeddings

W — L2(Q) — LY(Q),

and
1 ce + A
The(u) > ECszuH%v + p:\lullﬁv - EC£p|u|%\7 — AeCyplulw. (4.6)
So, we obtain that there exists a constant ¢ < 0 such that:

—co < c:= inf Ty, <O. 4.7)
B(0,0)
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Using (4.5), (4.6), and (4.7), let w > 0 be a constant such that:

w < inf TA,g — inf TA,E/
9B(0,0) B(0,0)

and by applying Ekeland’s variational principle (see [17]) to the energy functional T), :
B(0,p) — R, we obtain the existence of a function u, € B(0,p) such that

The(tw) < inf Ty, + w,
B(0,0)

TA,s(”w) < T/\,s(u) + CUHU - uwHWI U F# Ug.

Hence,

T)hg(ua,) < inf T/\,g 4+ w < inf T/\,g 4+ w < inf T)\,8/
B(0,0) B(0,0) 9B(0,p)

therefore we point out that ||u|| < p. In what follows, let £ be an energy functional, defined
as:

E(u) = The(u) +wllu —uy||lw. (4.8)
So, by (4.8) we can say that

E(uw) = The(uw) < Tre(u) + wllu — ugllw
=E(u),u # ugy. 4.9)

Now, using (4.9), one can observe that 1, is a minimum point for &, so it follows that
(using the same arguments as in [5,21,28])

E(uw +2v) — E(uw)

>0 4.10
- > (410)
for z > 0 small and every v € W with ||y|w < 1.
Therefore, using (4.10) we obtain that
T -T
/\,S(uw +Z’)/) /\,s(uw) + (UH’}/HW 2 O

z

Letting z — 0, it follows that

(Th (1), 7) > —wllvllw,
(T e (), ) > —w.

Thus, we obtain that || T}  (uw)||w < w.
By the above relations we obtain the existence of a sequence (u,),>1 C B(0,p) such that

TA,S(”n) —C

411
T)’\,S(un) — 0. (4-11)

By the fact that (u1,),>1 C B(0,p) we have that

[unllw < p,¥n =1,
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s0, (uy)y>1 is bounded in W.
Hence, there exists an element uy € W such that (passing eventually to a subsequence)

u, — ug in W.
Now, by the compact embeddings

W — LPX(Q) — L2(Q) — LY(Q),

we get that
lim R(un) = R(Llo)
, Lo (4.12)
&gro\o(R (un), ty — 1) = 0.
Using relation (4.11) we obtain that
lim (T} (un), Uy — ttg) = 0. (4.13)

n—oo

Using (4.12) and (4.13) we can obtain that

lim (8" (un) — ' (u0), un — uo) < N (Ty(un), un — o) =0,

thus (using same arguments as in [21, Lemma 3.4] ) we get that
U, — ug in W. (4.14)
Now, combining relations (4.12), (4.14), and (4.11), we obtain that
Tre(ug) =c <0 and T, (ug) =0,

so ug is a nontrivial critical point of the energy functional T, .. Hence, it follows that every
A € (0, Ap) is an eigenvalue for the problem (P, ), with ug as its associated eigenfunction, thus
completing our proof. O

4.3 Proof of Theorem 3.6

We now proceed to prove our second existence result for the case (1.2). Given that the relation

(1.2) holds, we have that 2 < p~ < p(x) < p*, 2 < p*(x) = 1\1,\’_”;22) and since we are in

the second case of study, we will consider W := Wg’p(x)(Q) as the appropriate functional
framework.

In what follows we will show that the energy functional associated to the problem meets
the hypotheses of [36, Theorem 1.2]. So, we have that:

The(u) = ;/Q\Vu\zdx—i—s/aso(x,lvm)dx—)ZL/Quzdx—As/Qudx

> 1/ |Vu|2dx+ﬁ/ |VulP®)dx — /\/ u2dx—As/ udx
2Ja p*Ja 2 Ja Ja
(using hypotheses (¢3) and (¢4))

ACh,

2 |ullfy — AeCay ulw,

@) ce . - +
2 5Pl min {luly ulfy § -
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where C1, >0, Cyp >0, Cép > ( are the same constants we used in the previous proofs.
Since 2 < p~ < p™, letting ||u||w — oo we have that

lim TAg(u) = 0,
[ulw—reo ™

so the energy functional T) . is coercive.
Now, by the properties of the potential function ¢ and relation (1.2) we have that T) . is
weakly lower semicontinuous (see also [21, Lemmas 4.3, 4.4]), i.e.,

The(u) < h}gio];\f The(ttn)

for any sequence (u,),>1 C W, such that u, — uin W.

Therefore, as in the proof of Theorem 3.4, we only need to apply [36, Theorem 1.2], and we
obtain that T) ; has a global minimum point, which is a solution to the problem (P, ). Thus,
we have proved that for every A € R", there exists a solution to the problem that is associated
with the eigenvalue A. O

Remark 4.6. In order to enhance clarity and improve the readability of the paper, we present
Figure 4.2 illustrating a simple function that exhibits the same geometrical properties as our
energy functional. For simplicity, we omit the x-dependence of f and define f : R — R as

f(z) = %\z|2 +elz|P®) — A <;|z]2 +e-z> :

We consider the following parameters:
(@) e=10,A =04, p(x) =251+ 0.5-sin(67x);
(b) e =10,A =10, p(x) = 2.51 4 0.5 - sin(67x).

200000

f(z) ] 150000+

f(z)

1 100000+
0.5

0 T T T T T T T 1 50000
1 0.1 0.2 0.3 0.4 0/5 06 0.7 0.8

_0'5_. . /\A(I\A

z

Figure 4.2: For the parameters stated in (a), we highlight the existence of both
a local minimum and a global minimum near the origin. For the parameters
stated in (b), we highlight the existence of a global minimum point and the
coercivity of the function f.
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4.4 Proof of Theorem 3.7

We now proceed to prove our first existence result for the case (1.3). Due to the fact that

relation (1.3) holds, we have that 1 < p~ <2 < p* and 2 < p*(x) = NNf ]522 - We will consider

W= Wé’p(x) (Q)) as the appropriate functional framework.
In order to identify the critical points of our energy functional, we first aim to prove that
T) ¢ is coercive. To this end, we have that

1 - A
The(u) > 2/01Vu|2dx—|—’imin{Hqu,Hqu\,}—2 Quzdx—)xs/nudx
C ce . + -
3 Jo 1P min (el } = AeCuplulw,

where C1, > 0 is a constant as in previous proofs (we also have used of relation (4.2)). Now,
letting ||u|lw — oo, since 1 < p~ we get that

lim TA,s(”) = +00

[l w—>o0

so the fact that T, , is coercive holds true. In what follows the existence of a nontrivial critical
point is obtained in the same fashion as in the proof of Theorem 3.4. O

4.5 Proof of Theorem 3.8

Since, similarly to the proof of Theorem 3.5, the proof of this theorem is longer, we will split

it into several steps. Also, as in the proof of Theorem 3.7, we will consider W := Wé’p () (Q)
as the appropriate functional framework. Furthermore, since relation (1.3) implies that 2 <
pT < p*(x) for all x € O, throughout this proof, we can use the same embeddings for the
functional spaces as in the proof of Theorem 3.5.

Step 1. We will prove the existence of a “mountain” near the origin, that is the existence of
some constants 7 > 0 and a > 0 such that

T)\,g(u) >ua >0,

for any u € W with ||ul|w = r. Without losing generality we may suppose that ||u|w < 1,
then we have that

Tyo(u) > ;/Q|Vu\2dx+;i||u||§; —/Z\/Quzdx—)\s/ﬂudx

Cop 2 p* Cép 2
Sl + = llullly = =2 llulf = AeCup lullw

Czp CE +_1 Cép
Zr!(z*;ﬁ)” ‘A<z+€Cw

where the constants Cp, > 0, Cép > 0, Cyp > 0 are the same as in the previous proofs.
So, by the above inequality if we take A € (0,A*), with A* defined as it follows:

4

o CZPP+ + 2C8 . rp+71

A=
Cép + 2€C1p

(4.15)
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Copp™+2ce rp+ 1

T, %G, ) > 0 such that

we can find a constant a = a(
TA,S(u) > o> 0.

Step 2. We now proceed to prove the existence of a “valley” near the origin. To this end, we
aim to show that there exists ¢ € W, with ¢ > 0, such that

T)\,g(fe) < O,

provided that t > 0 is sufficiently small.
In this regard, we approximate our energy functional using similar techniques as in Step 2
of the proof of Theorem 3.5. We obtain

t2 ) - A2,
The(te) < —/ |Ve|“dx + t¥ -Ces——/ e dx—/\st/ edx,
’ 2 Ja 2 Ja o)

where C, = 2Cy|al,/(y) lle||by + pﬁ, e[|y, and Cy > 0 is a constant depending on the potential ¢.
Since t € (0,1), the above relation implies that

Tre(te) <t (1/ |Ve|2dx+Ces> —)\st/ edx.
2 Jo Q

Now, since 1 < p~, it follows that
TA,e(te> < 0,

provided that
Ae [ edx

3 o | Vel2dx 4+ Cee’

t<ty=

Step 3. To prove that the geometrical properties established in Step 1 and Step 2 lead to the
existence of a nontrivial critical point for our energy functional, we proceed as in the proof
of Theorem 3.5. Therefore, our goal is to find a Palais-Smale sequence whose limit is the
corresponding critical point.

Let A* > 0 be as defined in (4.15). Keeping in mind the results established in Step 1, we
have that

inf Ty, >0, (4.16)
0B(0,r)

where B(0, r) denotes the ball centered at 0 with radius r in W.

Now, by the results established in Step 2, we have the existence of e € W such that
T)r.(te) < 0, provided that t > 0 is sufficiently small. Moreover, since 2 < p*(x), it follows
that W — L?(Q) — L'(Q), and

Cz CE + )‘Cé
Tt = (04 2% HuH’V’v—< e lulw,

p

for any u € B(0,r).
Therefore, we can say that there exists a constant c. < 0 such that

—00 < ¢y := inf T, <O0.
B(0,r)
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Now, by the above relations, let # be a constant such that:

0 <9< inf TA,g — inf TA,s-
9B(0,r) B(0,r)

Using Ekeland’s variational principle (see [17]) for the energy functional T, . : B(0,7) — R
we may find uy € B(0,r) such that

Thre(ug) < inf Ty, + 0
B(0,r)

Tre(ug) < The(u) + Ol|u — ugllw,u # uy.

Since

T)\,g(ug) < inf The+0< inf Ty +19< inf The,
B(0,r) B(0,r) dB(0,r)

we obtain that uy € B(0,r).

Now, let us define J, . : B(0,7) — R as
Tae(u) = Ty e(u) + 0|u — ugl.

Hence, by the same arguments as in the previous proof (Theorem 3.5, see also [5,21,28]), we
conclude that uy is a minimum point of |, ., and we have

Jae(tg + tw) — Jy(ug)

; >0, (4.17)
for small t > 0 and any w € B(0,1).
Thus, relation (4.17) implies that
T —tw) —T
A,s(”ﬂ w) A,s(uﬂ) + ﬁuwHW 2 0.

t
Letting t — 0, it follows that
(The(ug), w) + O|lwllw >0,

which implies that || T} . (us)||w < 0.
From the above relations, we obtain the existence of a sequence (u,),>1 C B(0, ) such that

Thre(un) = cx,
T} (un) — 0.

Now, since relation (1.3) implies that 2 < p*(x), using the same arguments as in Step 3 of
the proof of Theorem 3.5, we obtain that there exists some u, € W such that u, — u, in W
and

T/\,g(u*) == C* < O,
T)l\,s(u*) =0,

therefore, u, is a critical point of the energy functional T) ;, and thus every A € (0,A*) is an
eigenvalue for problem (P, .). O
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Remark 4.7. As in the previous cases in order to enhance clarity and improve the readability
of the paper, we present Figure 4.3 illustrating a simple function that exhibits the same geo-
metrical properties as our energy functional. For simplicity, we omit the x-dependence of f
and define f : R — R as

1 1
f(z) = E\z|2 +elz|[P®) — A <2|z]2 +e-z> .

We consider the following parameters ¢ = 10,A = 0.4, p(x) = 2 + 0.5 - sin(67tx) for:
(a) the behavior near the origin;

(b) the behavior away from the origin.

2500
2000

f(z) 5 f(z) 1500

1000

1 500

' ANy A A S S A S S
Figure 4.3: For the parameters specified above, the first figure illustrates the
existence of a both a local minimum and a global minimum near the origin,
while the second figure demonstrates the coercivity of the function f.

5 Final remarks and open questions

Remark 5.1. At this point, we do not know the multiplicity of eigenvalues in any of the cases.
For a simpler problem, similar to the problem corresponding to the case (1.1), it has been
proved that there exists a unique eigenfunction in the interval (0, A1(A)). For more details, we
refer to [14].

Remark 5.2. The only case where we can prove the existence of eigenvalues for large values
of A is in (1.2). Also, in this case, we can obtain a concentration result near the origin. At
this point, we do not know whether the solutions given by Theorems 3.5 and 3.6 coincide for
AE (0, )\0).

Remark 5.3. We observe that in (1.3), there is a concentration of the spectrum in the near
proximity of the origin. At this point, the order relation between the parameters A;(A) and A*
is not known. Furthermore, the multiplicity of eigenvalues in the interval (0, A;(A)) N (0,A*)
is also unknown, as we lack information on whether the solutions given by Theorems 3.7 and
3.8 coincide.
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Remark 5.4. Since we only have some information on the qualitative behavior for large values
of the parameter A in (1.2) (we refer here to Theorem 3.6), a more challenging question is to
develop an exhaustive analysis for all A > 0 in the other two cases.

Remark 5.5. A promising direction for future research emerges when the reaction function is
defined as f(x,z) = |u|P"®)~1 4 ¢. This formulation enables an investigation into the interplay
between the growth behavior of the potential function ¢ and the critical growth behavior of
the reaction function f. For related results in this direction, we refer to [10,16].
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