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Abstract. This article investigates a stochastic fast-slow fishery economic model with
Allee effect. The fast-slow dynamic behavior of the deterministic system is discussed by
using the theory of singular perturbation. Research shows that singular Hopf bifurca-
tions will occur under the influence of strong Allee effect, while the dynamic behavior
of the system will be more complex under the influence of weak Allee effect, resulting in
relaxation oscillations. For the stochastic system, the existence of stationary distribution
is discussed for both stochastic fast-slow system and system with time scale parameter
as ordinary parameter. Then, the stochastic bifurcation behavior of the system is dis-
cussed, and it is found that stochastic-P bifurcation and stochastic-D bifurcation will
occur. Finally, the correctness of the conclusion is verified through numerical simula-
tion.
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1 Introduction

The bioeconomic model of fishery resources is based on the dynamic model of fishery pop-
ulations, combined with ecological, economic and social factors, to study the relationship
between the quantity of fishery resources and human activities. The fishing industry has high
social significance, as it directly affects the livelihoods and food supply of fishermen. In or-
der to ensure the stable growth of human needs, it is necessary to study the stability of the
dynamic model of fishing resources [20, 34].

In the fishery economy, the human capture operations are a key link and the main way
to obtain fishery resources, driving the development of the fishery economy. In recent years,
many scholars have incorporated capture as a parameter into biological models, studied bioe-
conomic models described by differential algebraic equations, and generated interesting and
rich dynamic behaviors [2, 15, 25]. Clark [7] incorporated dynamic capture into the model,
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believing that capture would be affected by total revenue and total cost, and treating it as a
fixed parameter is unrealistic. Therefore, it is necessary to introduce capture as a variable into
the bioeconomic system.

The Allee effect is an important dynamic phenomenon in ecosystems [18], which suggests
that when a population is too sparse or too dense, it can inhibit population growth, meaning
that each population has its own optimal density for survival. With the deepening of research
on population dynamics, scholars have gradually introduced the classification of strong and
weak Allee effects in order to more accurately describe the performance of populations under
different degrees of low density. For species with strong Allee effect [35], once the popula-
tion drops to the critical density, the species is likely to become extinct. For species under
weak Allee effect [11], when the species density is low, they still have a certain degree of self-
sustaining ability, which means that even if the species density is small, they can naturally
grow to a certain extent. Understanding and considering the Allee effect is crucial for sustain-
able fishing in the fishery economy. Considering the Allee effect can help fishery managers
develop reasonable fishing quotas and fishing bans to ensure the health of fish populations
and the sustainable use of fishery resources. Lin [23] studied a single-species logistic model
incorporating the Allee effect and explored how the Allee effect impacts species stability and
extinction risk. Ashutosh [27] developed a fish capture model with logistic growth and Allee
effect and found periodic fishing to yield higher economic benefits for fish populations. Liu
et al. [24] studied the dynamic behavior of the Leslie Power model with weak Allee effect
and fear effect. However, there is limited research on the effects of different Allee effects on
fisheries economic models. Therefore, it is necessary for this article to consider the impact of
different Allee effects on system dynamics.

Fast-slow systems have been widely applied in fields such as physics, chemistry, pharma-
cology, and ecology. A key feature of these systems is that their different variables vary over
two or more time scales and such systems are typically handled by geometric singular per-
turbation theory [9]. In ecosystems, considering the difference in growth rates between prey
and predators, the relationship between the two can be established using a fast-slow system
[6, 21, 32]. Saha et al. [31] investigated a predator-prey model with Beddington–DeAngelis
response, revealed rich dynamics including relaxation oscillations, canard cycles, and canard
explosions. Li and Zhang [22] discussed the dynamic behavior of a fast-slow Leslie–Gower
predator-prey model with constant harvesting. As mentioned in reference [3], there is a signif-
icant disparity between the rate of change in fishing effort and that in fish species. Therefore,
the fast-slow system is also applicable to the fishery economic model, and discussing the
fast-slow dynamics of the fishery economic model is also very interesting.

In the natural environment, the number and structure of biological populations are af-
fected by a variety of random factors, such as climate change and random fluctuations in
food resources. Stochastic differential equations are frequently employed to simulate random
fluctuations in biological systems, as a result, they play an important role in studying the dy-
namic analysis of systems [14,26,29,42]. Yu [41] proposed and explored a single species model
with Allee effect driven by correlated colored noise. Wang [36] studied a population model
with Allee effect affected by both additive and multiplicative noise, and the results showed
that correlated noise has a complex impact on the final population size distribution. Han
and Jiang [12] considered and studied a stochastic predator-prey system with general infinite
delay, and provided the necessary conditions for species persistence and extinction. Overall,
environmental noise has a complex impact on the final distribution of population size.

Based on the above analysis, although some scholars have proposed that there is a signif-
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icant difference between the rate of change in capture effort and the growth rate of species,
few have specifically discussed the fast-slow dynamic properties of fast-slow fishery economic
models. Therefore, we consider the Allee effect in fish populations and the influence of exter-
nal factors on both fish populations and catches, and establish a stochastic fast-slow fishery
economic model. We use singular perturbation techniques to study the complex fast-slow
dynamics of the model and discuss the bifurcation behavior of the random fast-slow system.
The structure of this article is as follows: In Section 2, a fast-slow fishery economic model
with Allee effect is proposed, and the existence of equilibrium is discussed. In Section 3, we
discuss the bifurcation behavior of deterministic system, which can generate transcritical bi-
furcation and Hopf bifurcation. In Section 4, we use singular perturbation theory to discuss
the singular Hopf bifurcation and relaxation oscillation generated by fast-slow system, and
investigate the existence of stationary distributions for stochastic fast-slow reduction system.
In Section 5, we consider the time scale parameter ε as a general parameter and discuss the
existence of stationary distribution for stochastic systems with weak Allee effects, as well as
the dynamic behavior generated by the stochastic system. In Section 6, the conclusion and
outlook are elaborated.

2 Model establishment and equilibrium analysis

2.1 Model establishment

In this section, we consider a single population fishery economic model, which takes the
following form: 

dx
dt

= rx
(

1 − x
K

)
(x − A)− qEx,

dE
dt

= m (pqx − c) E,
(2.1)

where the growth of the fish population follows logistic growth, x represents the density of the
fish population at time t, E represents the effort required for capture, which is positively cor-
related with the total profit. Table 2.1. provides the biological explanations for the parameters
in the model.

Parameter Biological Interpretation

r Intrinsic growth rate of fish stocks
K Maximum environmental capacity of fish stocks

A
Allee effect threshold, where 0 < A < K indicates strong
Allee effect, and −K < A < 0 indicates weak Allee effect

m Adjustment coefficient of E
p The price per unit of catch of fish stocks
q Capture coefficient
c Unit fishing cost of fish stocks

Table 2.1: Definition of Parameters in system (2.1)
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Perform a dimensionless transformation on system (2.1),

x → x
K

, t → rt,

we have 
dx
dt

= x (1 − x) (Kx − A)− αEx =: f (x, E, ε),

dE
dt

= ε (βpx − c) E =: εg(x, E, ε),
(2.2)

where new dimensionless parameters are α = q
r , β = qK, ε = m

r . These parameters are
positive. Since m is an adjustment parameter for E, which is a very small number, there is
m ≪ r, resulting in 0 < ε ≪ 1. At this point, system (2.2) is a fast-slow fishery economic
system.

Let τ = εt, the system (2.2) becomes that
ε

dx
dτ

= x (1 − x) (Kx − A)− αEx =: f (x, E, ε),

dE
dτ

= (βpx − c) E =: g(x, E, ε).
(2.3)

Under nonnegative initial conditions, the dynamics of the system will be limited within the
first quadrant. We name t as the fast time scale and τ as the slow time scale. When 0 < ε ≪ 1,
x evolves on a fast time scale t and E evolves on a slow time scale τ. Therefore, we refer to x
as a fast variable and E as a slow variable.

2.2 Equilibrium analysis

In the section, the existence of equilibrium points and the stability of certain equilibrium
points within system (2.2) will be discussed. From a biological perspective, we only focus on
the dynamic behavior of system (2.2) in region R2

+ = {(x, E) : x ≥ 0, E ≥ 0}.
There are three boundary equilibrium points S1(0, 0), S2(1, 0) and S3(

A
K , 0) in system (2.2).

There exists a unique internal equilibrium point S∗ (x∗, E∗) if A
K < c

βp < 1, where x∗ = c
βp ,

E∗ =
(1−x∗)(Kx∗−A)

α .
The Jacobian matrix of system (2.2) at (x, E) is

J :=
(
−3Kx2 + 2(K + A)x − A − αE −αE

εβpE ε(βpx − c)

)
.

The Jacobian matrix at S1(0, 0) is

J|S1 =

(
−A 0

0 −cε

)
,

and its corresponding eigenvalues are λ1 = −A and λ2 = −cε, where λ1 is influenced by the
Allee effect type. Therefore, under the strong Allee effect 0 < A < K, S1 is a stable node, and
under the weak Allee effect A < 0, S1 is an unstable node.

The Jacobian matrix at S2(1, 0) is

J|S2 =

(
A − K −α

0 ε(βp − c)

)
,
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and its corresponding eigenvalues are λ1 = A − K and λ2 = ε(βp − c). The stability of
equilibrium point S2 is not affected by the Allee effect. When c > βp, S2 is stable node, and
when c < βp, S2 is unstable node.

The Jacobian matrix at S3(
A
K , 0) is

J|S3 =

A
(

1 − A
K

)
− Aα

K

0 ε

(
βpA

K
− c
)
 ,

and its corresponding eigenvalues are λ1 = A(1 − A
K ) and λ2 = ε( βpA

K − c). Under the strong
Allee effect 0 < A < K, λ1 < 0, so S3 is a saddle point for c > βpA

K and S3 is an unstable node
for c < βpA

K . Under the weak Allee effect A < 0, S3 is a non positive equilibrium point, we
will not discuss it.

The Jacobian matrix at S∗(x∗, E∗) (whose existence condition is A
K < c

βp < 1) is

J|S∗ =


c

βp

(
A + K − 2Kc

βp

)
− αc

βp
εβp

α

(
1 − c

βp

)(
Kc
βp

− A
)

0

 .

The corresponding characteristic equation is

|λE − J|S∗
= λ2 + q1λ + q2 = 0, (2.4)

where q1 = − c
βp (A + K − 2Kc

βp ), q2 = cε(1 − c
βp )(

Kc
βp − A). Since A

K < c
βp < 1, we can obtain

q2 > 0. By using the Veda theorem, we can conclude that if q1 = 0 i.e. c = (A+K)βp
2K , its

eigenvalues are a pair of pure imaginary roots, so S∗ is a center; if q1 > 0, the real parts of its
eigenvalues are all negative, so S∗ is locally asymptotically stable; and if q1 < 0, the real parts
of its eigenvalues are all positive, S∗ is unstable.

3 Bifurcation analysis

In this section, we mainly discuss the dynamic behavior of the system (2.2). We delve into the
bifurcation behavior of the system (2.2) at the boundary equilibrium and analyze the existence
and stability of its Hopf bifurcation at the internal equilibrium S∗(x∗, E∗).

3.1 Transcritical bifurcation

Theorem 3.1. For system (2.2), a transcritical bifurcation will occur near the equilibrium point S2 as
the bifurcation parameter c passes through c∗ = βp.

Proof. We know that S2 is stable with c > βp and S2 is unstable with c < βp. That is, as
the value of parameter c passes through βp, the stability of S2 changes, so there may be a
transcritical bifurcation. Next, we prove the bifurcation behavior at equilibrium point S2 by
using Sotomayor’s theorem to .

Denote

X = (x, E)T, F(X, c) =
(

x(1 − x)(Kx − A)− αEx
ε(βpx − c)E

)
,
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J|S2 = DF(S2, βp) has a zero eigenvalue at c∗ = βp, and its corresponding eigenvector is ϑ =

(α, A − K)T = (ϑ1, ϑ2)T . The eigenvector corresponding to the zero eigenvalue of transpose
matrix DTF(S2, βp) is ω = (0, 1)T. After calculation, it is easy to obtain the following formula:

Fc(S2, βp) =
(

0
0

)
,

DFc(S2, βp)ϑ =

(
0

ε(K − A)

)
,

D2Fc(S2, βp)(ϑ, ϑ) =

(
α2(A − 3K)

εβpα(A − K)

)
.

Furthermore, it can be obtained that

ωTFc(S2, βp) = 0,

ωT[DFc(S2, βp)ϑ] = ε(K − A) ̸= 0,

ωT[D2Fc(S2, βp)(ϑ, ϑ)] = εβpα(A − K) ̸= 0.

Therefore, according to Sotomayor’s theorem, system (2.2) undergoes a transcritical bifur-
cation at equilibrium point S2 if c∗ = βp.

3.2 Hopf bifurcation

In two-dimensional systems, singular Hopf bifurcation is a special case of Hopf bifurcation,
therefore, it is necessary to discuss the existence and stability of Hopf bifurcation.

According to the analysis in Subsection 2.2, we know that S∗ is a center if c = (A+K)βp
2K , and

the stability of S∗ changes as the c value passes through (A+K)βp
2K . Therefore, Hopf bifurcation

may occur at this equilibrium point.

Lemma 3.2. System (2.2) will generate supercritical Hopf bifurcation near the equilibrium point
S∗(x∗, y∗), as the bifurcation parameter c passes through c̃ = (A+K)βp

2K .

Proof. Select c as the bifurcation parameter, with a bifurcation parameter threshold c̃ = (A+K)βp
2K

that satisfies det(J|S∗) > 0 and tr(J|S∗) = 0. When c = c̃ = (A+K)βp
2K , equation (2.4) has a

pair of pure imaginary roots ±√
q2, where q2 = cε(1 − c

βp )(
Kc
βp − A). Next, we will verify

the transversality condition for Hopf bifurcation. Assuming that λ = φ(c) + iψ(c) a root
of the characteristic equation (2.4), we can obtain that φ(c̃) = 0, ψ(c̃) =

√
q2. Substituting

λ = φ(c) + iψ(c) into equation (2.4) and separating the real and imaginary parts, we obtain{
φ2 − ψ2 + q1φ + q2 = 0,

2φψ + q1ψ = 0.

After taking the derivative of c at both ends of the above equation, we obtain{
−2ψψ′ + q1φ′ + q′2 = 0,

2φ′ + q′1 = 0.

After further calculation, we obtain dφ
dc |c=c̃ = − A+K

2βp ̸= 0, which satisfies the transversality
condition for Hopf bifurcation. Next, we will discuss the stability of Hopf bifurcation, it can
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help determine under what conditions ecosystems can maintain equilibrium. We take the
transformation x̄ = x − x∗, Ē = E − E∗ to move (x∗, E∗) to the origin. Then dropping the bars,
the system (2.2) performs Taylor expansion at the origin, and we obtain:

dx
dt

= a10x + a01E + a20x2 + a11xE + a02E2

+ a30x3 + a21x2E + a12xE2 + a03E3 + o(|x, E|4),
dE
dt

= b10x + b01E + b20x2 + b11xE + b02E2

+ b30x3 + b21x2E + b12xE2 + b03E3 + o(|x, E|4),

(3.1)

where
a10 = x∗(A + K − 2Kx∗), a01 = −αx∗, a20 = −3Kx∗ + A + K,

a11 = −α, a30 = −K, b10 =
εβp

α
(1 − x∗)(Kx∗ − A), b11 = εβp,

a02 = a21 = a12 = a03 = b01 = b20 = b02 = b30 = b21 = b12 = b03 = 0.

The Jacobian matrix of system (3.1) at (0, 0) is

J|(0,0) =

 x∗(A + K − 2Kx∗) −αx∗
εβp

α
(1 − x∗)(Kx∗ − A) 0

 .

Through simple calculations, we can obtain tr(J|(0,0)) = 0 and det(J|(0,0)) = εβpx∗(1 −
x∗)(Kx∗ − A) > 0 at c = c̃. Thus, J|(0,0) has a pair of pure imaginary eigenvalue

λ = ±i
√

εβpx∗(1 − x∗)(Kx∗ − A) for c = c̃.

Furthermore, the first Lyapunov coefficient l1 [30] for determining the stability of the limit
cycle is given:

l1 = − 3π

2a01D
3
2

8

∑
i=1

ξi,

where

D = a10b01 − a01b10, ξ1 = εαβpx∗(1 − x∗)(Kx∗ − A)(A + K − 2Kx∗),

ξ2 = −εαβpx2
∗(A + K − 2Kx∗)(εβp − 3Kx∗ + A + K), ξ3 = ξ4 = 0,

ξ5 = 2αx2
∗(A + K − 2Kx∗)(A + K − 3Kx∗)2, ξ6 = 0,

ξ7 =
(
εαβpx∗(1 − x∗)(Kx∗ − A) + 2αx2

∗(A + K − 2Kx∗)2) (3Kx∗ − A − K),

ξ8 = 3αKx3
∗(A + K − 2Kx∗)2 − 3εαβpKx2

∗(1 − x∗)(Kx∗ − A).

After substituting x∗ = c
βp and c̃ = (A+K)βp

2K into the calculation, and since |A| < K, we obtain

l1 =

 3πK

α(A + K)
( 1

2

) 3
2
(

εβpA3

4K2 − pβεA2

4K − Aβpε
4 + Kβpε

4

) 3
2

(−K2αβpε

8
− A4αβpε

8K2 +
A2αβpε

4

)

= −

 3πK

α(A + K)
( 1

2

) 3
2
(

εβp
4K2 (K − A)2(K + A)

) 3
2

 αβpε

8K2 (K2 − A2)2

= − 6
√

2πK2

(K − A)
√

εβp(K + A)
< 0.
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Therefore, system (2.2) generates a supercritical Hopf bifurcation near the equilibrium point
S∗(x∗, E∗).

3.3 Numerical simulation

In this section, we verify the conclusions given earlier through numerical simulations. For
system (2.2) with strong Allee effect, we select parameter K = 3, A = 0.8, α = 0.17, ε = 0.5,
β = 1.5, p = 3 (The data source from Table 3.2.).

Parameter Reference range Data sources

r [0.3, 0.9] [4, 28]
K [2, 10] [33]
A [−1, 0) ∪ (0, 1] [38, 43]
m [0.01, 0.4] [10]
p [3, 15] [5]
q [0.1, 1.5] [5, 39]
c [1, 15] [5]

Table 3.1: Parameter selection range in Model (2.1).

Parameter Reference range

K [2, 10]
A [−1, 0) ∪ (0, 1]
α = q

r [0.1, 1.5]
β = qK [0.2, 15]
p [3, 15]
c [1, 15]
ε = m

r [0.01,1.3]

Table 3.2: Range of parameter values in system (2.2).

After calculation, it can be concluded that the bifurcation parameter value cH = 2.85, and
S∗(x∗, E∗) = (0.6311, 2.3725). According to Lemma 3.2, it is known that a supercritical Hopf
bifurcation will occur. As shown in Figure 3.1(a). Figure 3.1(b) is a time series graph of x
and E. Figure 3.1(c) is the phase diagram of system (2.2). Furthermore, selecting parameter
ε = 0.5, c = 2.89 > cH, we can obtain that the equilibrium point S∗ is locally asymptotically
stable. (See Fig. 3.2).

For system (2.2) with weak Allee effect, we select parameter K = 3, A = −0.3, α = 0.17,
ε = 0.5, β = 1.5, p = 3 (the data source from Table 3.2.). After calculation, it can be concluded
that the bifurcation parameter value cH = 2.025, and S∗(x∗, E∗) = (0.4444, 5.3377). As shown
in Figure 3.1(d-f).
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Figure 3.1: Phase plane analysis of system (2.2). (a, d) The periodic cyclic orbit
generated by the system (2.2). (b, d) x − t (blue) and E − t (green) time series
diagram. (c, f) The phase diagram of system (2.2).



10 X. Han and Y. Zhang

0.58 0.6 0.62 0.64 0.66 0.68 0.7 0.72

1.8

2

2.2

2.4

2.6

2.8

3

(a)

0 200 400 600 800 1000 1200 1400 1600 1800 2000

0

0.5

1

1.5

2

2.5

3

3.5

(b)

(c)

Figure 3.2: Phase plane analysis of system (2.2) for A = 0.8 and c = 2.89. (a)
The equilibrium point S∗ is locally asymptotically stable when K = 3, A = 0.8,
α = 0.17, ε = 0.5, β = 1.5, p = 3, c = 2.89. (b) x − t (blue) and E − t (green) time
series diagram. (c) The phase diagram of system (2.2).

4 Singular perturbation analysis

In this section, we use singular perturbation theory [9] to discuss the fast-slow dynamic be-
havior of system (2.2). Under the strong Allee effect, system (2.2) will generate a singular
Hopf bifurcation near the internal equilibrium point. Under the weak Allee effect, the dy-
namical behavior generated by system (2.2) is more complex, resulting not only in singular
Hopf bifurcations but also relaxation oscillations.

4.1 Asymptotic expansion of critical manifolds

Let ε → 0, system (2.2) becomes 
dx
dt

= f (x, E, 0),

dE
dt

= 0,
(4.1)
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which is called the fast subsystem or layer equation, and the corresponding flow is called fast
flow. Let ε → 0, system (2.3) can be reduced to a differential algebraic system given by 0 = f (x, E, 0),

dE
dτ

= g(x, E, 0),
(4.2)

which is called the slow subsystem, and the flow it generates is called slow flow. The slow
flow is constrained in set C0 =

{
(x, E) ∈ R2

+, f (x, E, ε) = 0
}

. C0 is called the critical manifold,
which consists of two parts and is given by

C0 = C10 ∪ C20 =
{
(x, E) ∈ R2

+, x = 0
}

∪
{
(x, E) ∈ R2

+, E = u0(x), u0(x) =
(1 − x)(Kx − A)

α
,

A
K

< x < 1, E > 0
}

,
(4.3)

which is the critical manifold of system (2.2) with strong Allee effect(0 < A < K). The
critical manifold C20 is similar to a parabola, with its maximum value being the fold point

P(x f , E f ), where x f =
A+K

2K and E f =
(1−x f )(Kx f −A)

α . The nonhyperbolic fold point divides the
critical manifold C0 into two parts: the attracting sub-manifold Ca

0 = Ca
20 ∪C10 = {(x, E) ∈ R2

+,
x f < x < 1} ∪ C10 and the repelling sub-manifold Cr

0 = Cr
20 =

{
(x, E) ∈ R2

+, A
K < x < 1

}
(see

Figure 4.1(a)).
For weak Allee effect (A < 0), the slow flow generated by the slow subsystem is limited to

the critical manifold

C0 = C10 ∪ C20 =
{
(x, E) ∈ R2

+, x = 0
}

∪
{
(x, E) ∈ R2

+, E = u0(x), u0(x) =
(1 − x)(Kx − A)

α
, 0 < x < 1, E > 0

}
.

(4.4)

After calculation, we obtain a maximum point P(x f , E f ), where x f =
A+K

2K , E f =
(1−x f )(Kx f −A)

α ,
a transcritical point B(0, EB) = (0,− A

α ), and a boundary point C(xC, 0) = (1, 0). The critical
manifold C0 can be partitioned into two segments:

Ca
0 = Ca

10 ∪ Ca
20 =

{
(x, E) ∈ R2

+, x = 0, E > −A
α

}
∪
{
(x, E) ∈ R2

+, x f < x < 1
}

,

Cr
0 = Cr

10 ∪ Cr
20 =

{
(x, E) ∈ R2

+, x = 0, 0 < E < −A
α

}
∪
{
(x, E) ∈ R2

+, 0 < x < x f
}

,

where Ca
0 is normally attracting and Cr

0 is normally repelling (see Figure 4.1(b)). According
to the Fenichel’s Theorem [19], there exists a locally invariant manifold Cε with differential
homeomorphism at C20. The Hausdorff distance from Cε to C20 is O(ε), and the flow on Cε

converges to a slow flow when ε tends to 0. Therefore, Cε can be seen as a small perturbation
of C20, given by:

Cε := u0(x) + εu1(x) + ε2u2(x) + · · · = C20 + O(ε), (4.5)

where u0(x) is the critical manifold of C20 as given by (4.3). In addition, we use Ca
ε and Cr

ε

represent the perturbed attracting sub-manifold and repelling sub-manifold, respectively. Due
to the local invariance of approximating manifold Cε, we have

dE
dt

=
dE
dx

dx
dt

=

(
du0

dx
+ ε

du1

dx
+ ε2 du2

dx
+ . . .

)
dx
dt

. (4.6)

Substituting dE
dt and dx

dt into equation (4.6), and by comparing the coefficients of ε, it can be
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Figure 4.1: The critical manifold. (a) The critical manifold of system (2.2) with
strong Allee effect. (b) The critical manifold of system (2.2) with weak Allee ef-
fect. The blue lines represent the repelling sub-manifold of the critical manifold,
and the red lines represent the attracting sub-manifold of the critical manifold.

obtained that

u1(x) =
(c − βpx)u0

αx du0
dx

.

By comparing the coefficients of ε2, it can be concluded that

u2(x) =
(c − βpx − αx du1

dx )u1

αx du1
dx

.

Using the same method, uj (x) , j = 3, 4, . . . can be obtained. But according to Fenichel’s
theorem, perturbation manifolds cannot be extended at fold points (x f , E f ) that lose hyper-
bolic properties [6].

4.2 Singular Hopf bifurcation

In this section, we discuss the existence of singular Hopf bifurcation of system (2.2). And we
do not limit the threshold of the Allee effect, that is, whether it is strong or weak Allee effect,
system (2.2) will produce singular Hopf bifurcation.

According to the analysis in Subsection 2.2, the system has an internal equilibrium point
(x∗, E∗) for A

K < c
βp < 1. The Jacobian matrix at this point is

J|tS∗ =


c

βp

(
A + K − 2Kc

βp

)
− αc

βp
εβp

α

(
1 − c

βp

)(
Kc
βp

− A
)

0

 ,

where t represents the Jacobian matrix of the system at S∗ at a fast time scale.
According to the Hopf bifurcation principle, we need to solve the Hopf bifurcation thresh-

old to satisfy that the trace of J|tS∗
is equal to 0 and the determinant value of J|tS∗

is greater
than 0, which means that q1 = 0 and q2 > 0 in (2.4). Taking c as the bifurcation parameter, we
obtain the bifurcation threshold
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cH =
(A + K)βp

2K
,

and the equilibrium (xH, EH) at c = cH, where xH = c
βp , EH = (1−x∗)(Kx∗−A)

α . This point
coincides perfectly with the fold point. At the Hopf bifurcation threshold, J|tS∗

has a pair of
pure imaginary eigenvalues:

λH(
√

ε) = ±i

√
(K − A)2(A + K)βpε

8K2 .

Theorem 4.1. Set 0 < ε ≪ 1. Assuming (x f , E f ) is the generic folded singularity of system (2.2),
system (2.2) undergoes a singular Hopf bifurcation in a certain domain of x f when c = cH, resulting
in a stable canard cycles. In addition, there exists a singular Hopf bifurcation curve δ = δH(

√
ε) such

that (x f , E f ) is stable when δ < δH(
√

ε) and

δH(
√

ε) = − a1 + a5

2
ε +O(ε

3
2 ). (4.7)

Proof. First, we discuss that (x f , E f ) is a generic folded singularity. By calculation, it can be
concluded that (x f , E f ) satisfies the following conditions:

f (x f , E f ) = 0, fx(x f , E f ) = 0,

fxx(x f , E f ) ̸= 0, fy(x f , E f ) ̸= 0,

and
g(x f , E f ) = 0,

thus (x f , E f ) is a fold singularity. In addition, it satisfies the condition:

gx(x f , E f ) ̸= 0, gc(x f , E f ) ̸= 0,

thus (x f , E f ) is a generic fold singularity.
In order to study the local behavior of system (2.2) near P(x f , E f ), we perform coordinate

transformation
u = x − x∗, v = E − E∗, δ = c − cH,

and system (2.2) becomes
du
dt

= −vh1(u, v, δ, ε) + u2h2(u, v, δ, ε) + εh3(u, v, δ, ε),

dv
dt

= ε
{

uh4(u, v, δ, ε)− δh5(u, v, δ, ε) + vh6(u, v, δ, ε) + o(|u, v, δ|3)
}

,
(4.8)

where
h1(u, v, δ, ε) = αu + αx∗,

h2(u, v, δ, ε) = A + K − 3Kx∗ − Ku,

h3(u, v, δ, ε) = 0,

h4(u, v, δ, ε) = βpv + βpE∗,

h5(u, v, δ, ε) = v + E∗,

h6(u, v, δ, ε) = βpx∗ − cH.
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According to the theory in [19], we have obtained

a1 =
∂h3

∂u
(0, 0, 0, 0) = 0,

a2 =
∂h1

∂u
(0, 0, 0, 0) = α,

a3 =
∂h2

∂u
(0, 0, 0, 0) = −K,

a4 =
∂h4

∂u
(0, 0, 0, 0) = 0,

a5 = h6(0, 0, 0, 0) = βpx∗ − cH.

(4.9)

After further calculation, the Hopf bifurcation curve is obtained to be

δH(
√

ε) = − a1 + a5

2
ε +O(ε

3
2 ) = O(ε

3
2 ),

and the maximum canard curve is

δc(
√

ε) = −
( a1 + a2

2
+

A
8

)
ε +O(ε

3
2 ) =

α + 3K
8

+O(ε
3
2 ).

Compared with the Hopf bifurcation in Subsection 3.1, we can find that the singular Hopf
bifurcation coincides exactly with the case of the aforementioned Hopf bifurcation. Thus, the
stability of periodic solutions generated by singular Hopf bifurcation is the same as that of
Hopf bifurcation. According to Lemma 3.2, system (2.2) undergoes a supercritical singular
Hopf bifurcation for l1 < 0. According to [19], we can calculate that system (2.2) will generate
a singular supercritical Hopf bifurcation by calculating A1 = −a2 + 3a3 − 2a4 + 2a5 = −α −
3K < 0. The conclusion obtained from Lemma 3.2 is also consistent.

Through numerical simulation, we verify the above conclusion. A canard without head
will be generated, when K = 3, A = 0.8, α = 0.17, ε = 0.05, β = 1.5, p = 3, c = 2.8446, (see
Figure 4.2). Compared with Hopf bifurcation, under the influence of perturbation parameter
ε, the bottom of the limit cycle generated by the singular Hopf bifurcation will be flatter. By
comparing Figure 3.1(a) with Figure 4.2(a), it can be seen.

Remark 4.2. Fishing effort refers to the amount of work invested in a fishery using the same
fishing operation method over a period of time, reflecting the mortality level of the captured
resource population. The emergence of Hopf bifurcation and singular Hopf bifurcation in-
dicates that the system will experience periodic fluctuations, which means that population
density and capture effort will show periodic changes. This also means that there is a dy-
namic balance between population density and mortality rate, and the ecosystem is in a state
of dynamic equilibrium.

4.3 Relaxation oscillation

Compared with system (2.2) with strong Allee effect, system (2.2) with weak Allee effect
produce more complex dynamical behavior, resulting to relaxation oscillations. This section
mainly discusses the relaxation oscillations generated by system (2.2) with weak Allee effect
(A < 0).
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Figure 4.2: Phase plane analysis of system (2.2) for ε = 0.05 and c = 2.8446. (a)
The canard without head generated by the system (2.2), when K = 3, A = 0.8,
α = 0.17, ε = 0.05, β = 1.5, p = 3, c = 2.8446. (b) x − t (blue) and E − t (green)
time series diagram. (c) The phase diagram.

To discuss the existence of relaxation oscillations when 0 < x∗ < x f , system (2.2) is ex-
pressed as follows: 

dx
dt

= x f1(x, E, ε),

dE
dt

= εg(x, E, ε),
(4.10)

where (x, E) ∈ R2
+, 0 < ε ≪ 1, f1(x, E, ε) = (1 − x) (Kx − A)− αE and g(x, E, ε) = (βpx − c) E.

f1 and g are sufficiently smooth and satisfy the following conditions:

f1(x, E, ε) < 0, g(x, E, ε) < 0, for E > EB > 0,

f1(x, E, ε) > 0, for E < EB.

For ε = 0, the E-axis consists of the attracting part with E > EB and the repelling part with
E < EB. For a very small ε (ε > 0), the trajectory that starts from the point (x0, E0) (x0 > 0
is quite small, E > EB) gets attracted to the E-axis. Subsequently, it drifts downwards, and
when it passes through E = EB, it is repelled outside the E-axis. For a very small ε(ε > 0), the
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trajectory intersects again with the line x = x0 at the point whose E-coordinate value is mε(E0),
such that lim

ε→0
mε(E0) = m0(E0), where m0(E0) is is calculated by the following integration:

∫ m0(E0)

E0

f1(0, E, 0)
g(0, E, 0)

dE = 0. (4.11)

The function E0 → m0(E0) implicitly defined above is called the entry-exit function [8, 37](see
Figure 4.3).

-2 0 2 4 6 8 10

-50
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50

100

150

200

250

Figure 4.3: The entry-exit function. For system (2.2), when ε = 0, the branch of
the E-axis is composed of the attracting part of E > EB and the repelling part
of E < EB. When 0 < ε ≪ 1, a typical orbit of system (2.2) starts at (x0, E0),
where E0 > EB, and x0 > 0 is very small, is attracted to the E-axis (not crossing
the E-axis), gradually moves downwards along the E-axis until it reaches near
(0, m0(E0)). Then it is repelled by the E-axis, and ends at point (x0, m0(E0)).

On the basis of this, we have obtained the following results:

Lemma 4.3. There exists a unique Ẽ where 0 < Ẽ < − A
α , such that

G(E) =
∫ E

E f

f1(0, s, 0)
g(0, s, 0)

ds = 0. (4.12)
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Proof. We have

G(E) =
∫ E

E f

f1(0, s, 0)
g(0, s, 0)

ds

=
∫ E

E f

A + αs
cs

ds

=
A
c

ln
E
E f

+
α

c
(E − E f ) → +∞ as E → 0+.

(4.13)

Furthermore, it can be calculated that

G′(E) =
A + αs

cs
, for 0 < E < −A

α
. (4.14)

Therefore, GE is strictly monotonically decreasing when 0 < E < − A
α . Again,

G
(
−A

α

)
=
∫ − A

α

E f

A + αs
cs

ds < 0. (4.15)

Thus there exists a unique Ẽ where 0 < Ẽ < − A
α , such that G(Ẽ) = 0.

The points P(x f , E f ) and B(0, EB) on the critical manifolds C10 and C20 that lose their hy-
perbolic properties are fold point and transcritical point, respectively. For fold point P(x f , E f ),
we have

∂ f
∂E

|P(x f ,E f ) = −αx f ̸= 0,

as c < (A+K)βp
2K and g(x f , E f ) ̸= 0 as 0 < x∗ < x f . In addition, we have

∂ f
∂x2 |P(x f ,E f ) = −6Kx f + 2(A + K) ̸= 0,

consequently, P(x f , E f ) is a generic fold point as well as also a jump point, at which point the
fast fiber flow leaves the critical manifold C20.

For the transcritical point B(0, EB), we have

∂ f
∂x

|B(0,EB) = 0,

∂ f
∂E

|B(0,EB) = 0,

g(0, EB) =
Ac
α

< 0,∣∣∣∣∣∣∣∣
∂2 f
∂x2

∂2 f
∂x∂E

∂2 f
∂x∂E

∂2 f
∂E2

∣∣∣∣∣∣∣∣
B(0,EB)

= −α2 < 0,

therefore, B(0, EB) is a generic transcritical point and jump point, at which point the fast flow
is removed from the critical manifold C20.

Define a singular fast-slow cycle Γ0: the trajectory starts from A(0, E f ), follows the slow
flow along the E-axis to C(0, Ẽ). At C(0, Ẽ), it is repelled to the right, following the fast
flow until it intersects with the attraction branch at point D(x̃, Ẽ). Then it follows the slow
flow Ca

20 to point P(x f , E f ), and finally follows the fast flow to the left back to point A(0, E f ).
Therefore, Γ0 has four singular orbits, where P(x f , E f ) and B(0, EB) is the jump point, A(0, E f )

and D(x̃, Ẽ) is the drop point (as shown by the red line in Figure 4.4).
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Figure 4.4: Representation the singular orbit Γ0(red) and the relaxation oscilla-
tion orbit Γε(blue) when ε > 0. The critical manifold of system (2.2) is repre-
sented by a green dashed line. Point P(x f , E f ) represents the maximum point of
curve E = u0(x). The intersection point between curve E = u0(x) and the E-axis
is B(0, EB). The branch on the E-axis is hyperbolic attracting with E > EB and
The branches on the E-axis are hyperbolic repelling with E < EB. The branch
between P and B is hyperbolic repelling, while the right half branch of P is hy-
perbolic attracting. Double arrows denote fast flow. Single arrows denote slow
flow.

Theorem 4.4. If A
K < c

βp < 1, c < (A+K)βp
2K and U is a small neighborhood of Γ0 for system (2.2).

Then, for any sufficiently small ε > 0, there exists a unique limit cycle Γε ∈ U. The limit cycle Γε i
attracting, and its characteristic multiplier is bounded by −C/ε for a constant C > 0. Moreover, the
limit cycle Γε converges to Γ0 in the Hausdoff distance when ε approaches 0.

Proof. According to the Fenichel’s theorem [9], Ca
10 = {(x, E) ∈ R2

+, x = 0, E > − A
α } and

Ca
20 = {(x, E) ∈ R2

+, x f < x < 1} are the attracting part of the critical manifold, perturbing
the nearby slow manifolds Ca

20,ε and Ca
10,ε. By analyzing the dynamics near the fold point, the

slow flow Ca
20,ε follows the critical manifold Ca

20 until it reaches the area near the generic fold
point P(x f , E f ), and then jumps to another attracting branch Ca

10.
We consider a small cross-section ∆ that intersects to Ca

10 at a point between P and A,
and track two trajectories Γ1

ε and Γ2
ε starting from ∆. According to the Fenichel’s theorem

[9] and Theorem 7.4.1 in [19], Γ1
ε and Γ2

ε will be attracted to the slow manifold Ca
10 at an

exponential velocity O(e
1
ε ). When passing through the generic transcritical point B(0, EB), Γ1,2

ε

will contract exponentially with each other until they reach a neighborhood of Ca
20,ε. Applying

Fenichel’s theorem again, it is known that Γ1
ε and Γ2

ε will be attracted to the branch Ca
20, passing

through point P(x f , E f ), and finally returning to A.
Therefore, we obtained a return map Σ: ∆ → ∆ induced by the flow of system (2.2) with

0 < ε ≪ 1. Σ is a compressed map when the trajectories contract with each other at a rate
O(e

1
ε ). According to the principle of compression map, Σ has a unique stable fixed point,

which is the expected limit cycle Γε(As shown by the blue line in Figure 4.4). Since contraction
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is exponential, the characteristic multiplier of Γε has an upper bound of −C/ε for C > 0.
Applying the Fenichel’s theorem [9] and Theorem 7.4.1 in [19], it is obtained that the limit
cycle Γε converges to Γ0 in the Hausdoff distance when ε → 0.

Remark 4.5. For the fishery economy, relaxation oscillations usually rotate counterclockwise.
This is due to the input of food by the aquaculture plant, which leads to an increase in fish
density. After the increase in fish density, the workload for catching also increases. Corre-
spondingly, as the amount of capture effort increases, the density of fish schools will also
decrease. As the number of fish schools decreases, the workload for catching will also de-
crease. After going through these steps, the system returned to its initial state and continued
to oscillate counterclockwise. This means that the system is in a dynamic equilibrium, with a
focus on the capture effort increasing at a slow time scale compared to fish density. For aqua-
culture, this means that its economy is turnover, allowing for optimized resource allocation
and sustained economic activities.

4.4 Stochastic differential system

In nature, biological populations are inevitably subject to random disturbances from the ex-
ternal environment, such as storms, earthquakes, natural enemies, etc. Similarly, the capture
of population is also affected by weather and natural disasters. Therefore, a random perturba-
tion term is added to discuss the existence of stationary distribution of the system’s solution.
We assume that the random disturbance is white noise type, which is proportional to x and E
in system (2.2). Therefore, the system with added random disturbance is described as:{

dx = [x(1 − x)(Kx − A)− αEx]dt + σf xdB1(t) = f (x, E)dt + σf xdB1(t),

dE = ε(βpx − c)Edt +
√

εσgEdB2(t) = εg(x, E)dt +
√

εσgEdB2(t).
(4.16)

Perform a time scale transformation of τ = εt, the above equation is transformed intodx =
1
ε
[x(1 − x)(Kx − A)− αEx]dτ +

σf x
√

ε
dB1(τ) =

1
ε

f (x, E)dt +
σf x
√

ε
dB1(τ),

dE = (βpx − c)Edτ + σgEdB2(τ) = g(x, E)dτ + σgEdB2(τ),
(4.17)

where Bi(τ), i = 1, 2 is the standard Brownian motion on a complete probability space
(Ω,F , P), σf and σg represents noise intensity.

Theorem 4.6. For any (x(0), E(0)) ∈ R2
+, as ε → 0, solution of (4.17) converges weakly to E(·) that

is a solution of the stochastic differential equation

dE(τ) =
(

βpE
∫ ∞

x(0)
xµE(x)dx − cE

)
dτ + σgEdB2(τ). (4.18)

Proof. According to [17], we need to calculate the invariant measure µĒ(x) of equation (4.17)-1,
that is, to calculate the Fokker–Planck equation corresponding to equation (4.17)-1:

∂P(x, τ|E)
∂τ

= − ∂

∂x

{
1
ε
(x(1 − x)(Kx − A)− αEx) p(x, τ|E)

}
+

1
2

∂2

∂x2

(
σ2

f x2

ε
p(x, τ|E)

)
= 0.

By transforming τ = εt, the above equation is transformed into

∂P(x, t|E)
∂t

= − ∂

∂x
{(x(1 − x)(Kx − A)− αEx) p(x, t|E)}+ 1

2
∂2

∂x2

(
σ2

f x2 p(x, t|E)
)

.
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Solving ∂P(x,t|E)
∂t = 0, we obtain

µE(x) = Cx−N exp

{
2(K + A)

σ2
f

x − K
σ2

f
x2

}
,

where N = 2(A+αE)
σ2

f
+ 2, C is a normalization constant that satisfies

C
∫ ∞

x(0)
x−N exp

{
2(K + A)

σ2
f

x − K
σ2

f
x2

}
dx = 1.

To ensure that C is computable, we prove that the integral
∫ ∞

x(0) x−N exp
{ 2(K+A)

σ2
f

x− K
σ2

f
x2}dx

converges. For the proof of integral convergence, please refer to the appendix.
According to the Khasminskii’s limit theorem [16] and Theorem 5.1 in [40], in the extreme

case ε → 0, the evolution of the slow variable E can be described by a simplified stochastic
differential equation, as follows

dE(τ) = gred(E)dτ + σred(E)dB2(τ), (4.19)

where

gred(E) =
∫ ∞

x(0)
(βpx − c)EµE(x)dx,

σ2
red(E) =

∫ ∞

x(0)
σ2

g E2µE(x)dx.

Since
∫ ∞

x(0) µE(x)dx = 1, we obtain that

gred(E) = βpE
∫ ∞

x(0)
xµE(x)dx − cE,

σ2
red(E) = σ2

g E2.

Therefore, σred(E) = σgE,

∫ ∞

0
xµE(x)dx =

∫ ∞
x(0) x−N+1 exp

{
2(K+A)

σ2
f

x − K
σ2

f
x2
}

dx∫ ∞
x(0) x−N exp

{
2(K+A)

σ2
f

x − K
σ2

f
x2

}
dx

.

Similarly, we also need to prove that
∫ ∞

x(0) x−N+1 exp
{ 2(K+A)

σ2
f

x − K
σ2

f
x2}dx is convergent, as

shown in the appendix. Furthermore, substituting gred(E) and σred(E) into eq. (4.19), we have

dE(τ) =
(

βpE
∫ ∞

x(0)
xµE(x)dx − cE

)
dτ + σgEdB2(τ).

Theorem 4.7. System (4.18) has a globally unique positive solution, for any initial value (x(0), E(0)) ∈
R2

+.
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Proof. We verify the existence and uniqueness of the global positive solution by proving that
system(4.18) satisfies the Lipschitz condition and linear growth condition.

Taking L =
∣∣∣βp(

∫ ∞
x(0) xµE(x)dx)

∣∣∣+ |c|+ |σg|, and we calculate that

|gred(E1)− gred(E2)|+ |σred(E1)− σred(E2)|

=

∣∣∣∣βp(
∫ ∞

x(0)
xµE(x)dx)− c

∣∣∣∣ |E1 − E2|+ |σg||E1 − E2|

=

(∣∣∣∣βp(
∫ ∞

x(0)
xµE(x)dx)− c

∣∣∣∣+ |σg|
)
|E1 − R2|

⩽
(∣∣∣∣βp(

∫ ∞

x(0)
xµE(x)dx)

∣∣∣∣+ |c|+ |σg|
)
|E1 − E2| ⩽ L|E1 − E2|,

and

|gred(E)|+ |σred(E)| =
(∣∣∣∣βp(

∫ ∞

x(0)
xµE(x)dx)− c

∣∣∣∣+ |σg|
)
|E|

⩽
(∣∣∣∣βp(

∫ ∞

x(0)
xµE(x)dx)

∣∣∣∣+ |c|+ |σg|
)
|E|

⩽ L(1 + |E|).
Therefore, the Lipschitz condition and linear growth condition are satisfied.

Theorem 4.8. For any (x(0), E(0)) ∈ R2
+, if 2βp

∫ ∞
x(0) xµE(x)dx < σ2

g + 2c is met, the system (4.18)
exhibits a stationary distribution.

Proof. The FPK equation for system (4.18) is

∂P(E)
∂τ

=
∂

∂E

(
βpE

∫ ∞

x(0)
xµE(x)dx − cE

)
p(E) +

1
2

∂2

∂E2 σ2
g E2 p(E).

In order to obtain the probability density function of the stationary distribution of E(τ),
we need to solve for ∂P(E)

∂τ = 0. The calculated result is as follows

p(E) = ME
−

2σ2
g−2(βp

∫∞
x(0) xµE(x)dx−c)

σ2
g ,

where M is a normalization constant.
Below we prove that

∫ +∞
E(0) p(E)dE = 1 which is holds, it indicates the existence of the prob-

ability density function of E(τ), which also proves the existence of a stationary distribution
for system (4.18).

We prove that the integral

∫ +∞

E(0)
E
−

2σ2
g−2(βp

∫∞
x(0) xµE(x)dx−c)

σ2
g dE

is convergent. Based on the condition

2βp
∫ ∞

x(0)
xµE(x)dx < σ2

g + 2c,

we obtain

−
2σ2

g − 2
(

βp
∫ ∞

x(0) xµE(x)dx − c
)

σ2
g

> 1.
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According to the convergence rule of integrals, when −
2σ2

g−2
(

βp
∫ ∞

x(0) xµE(x)dx−c
)

σ2
g

> 1, the integral

is convergent. At this point, there must exist a constant M that makes
∫ +∞

E(0) p(E)dE = 1. Thus,
Theorem 4.8 is proven.

Remark 4.9. Calculating the integral
∫ ∞

x(0) x−N exp
{ 2(K+A)

σ2
f

x − K
σ2

f
x2}dx is too complex, and

we have not provided an exact solution for the integral here. We have only proven that the
integral is convergent. For more accurate results, one can use Matlab or Maple to find its
numerical solution.

5 Stochastic model with weak Allee effect

In this section, we consider the time scale parameter ε as a regular parameter and discuss the
stochastic behavior of the system (4.17). We discussed the existence of a stationary distribution
for system (4.17) and the stochastic bifurcation of the system (4.17).

5.1 Existence and uniqueness of global positive solutions

When discussing the dynamic behavior of biological systems, the first thing we need to focus
on is whether the system has a global positive solution. So we presented the theorem about
the existence of a unique global positive solution for system (4.17):

Theorem 5.1. Let −K < A < 0, for any initial value taken from (x(0), E(0)) ∈ R2
+, system (4.17)

has a unique global positive solution (x(τ), E(τ))(where τ ≥ 0). And the solution is always within
R2

+ with probability 1, which means that for any τ ≥ 0, (x(τ), E(τ)) ∈ R2
+ almost surely (a.s.).

Proof. For any initial value (x(0), E(0)) ∈ R2
+, the system always has a solution (x(τ), E(τ)) ∈

R2
+ at t ∈ [0, τe), τe is the moment of explosion. To prove that the solution is a global solution,

it is only necessary to prove that τe = ∞ a.s. Assuming that n0 ≥ 1 is sufficiently large such
that (x(0), E(0)) ∈ ( 1

n0
, n0). For any integer n > n0, define the stopping time:

τn = inf
{

τ ∈ (0, τe) : min {x(τ), E(τ)} ≤ 1
n or max {x(τ), E(τ)} ≥ n

}
,

where we assume that in f ∅ = ∞ in this article (as is common, ∅ denotes the empty set).
Obviously, τn monotonically increases when n → ∞. Let τ∞ = limn→∞ τn, where τ∞ ≤ τn

a.s. If τ∞ = ∞ a.s. holds, then τe = ∞ a.s also holds, and there is (x(τ), E(τ)) ∈ R2
+ for all

τ ≥ 0, so we only need to prove that τ∞ = ∞ a.s. Otherwise, there will be a pair of constants
T > 0, η ∈ (0, 1), such that P {τn ≤ T} > η. Therefore, there is an integer n1 ≥ n0 such that
P {τn ≤ T} ≥ η for all n > n1.

Define a C2-function V : R2
+ → R by

V(x(τ), E(τ)) = x − a − a ln
x
a
+ b(E − 1 − ln E), (5.1)

where a and b are positive constants, it is easy to obtain that V(x, E) is a nonnegative function.
Using Itô’s formula, we obtain

dV(x, E) = LV(x, E)dτ +
σf√

ε
(x − a)dB1(τ) + bσg(E − 1)dB2(τ), (5.2)
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where LV(x, E): R2
+ → R is defined as follows:

LV(x, E) = − K
ε

x3 +
A + K

ε
x2 − A

ε
x +

α

ε
xE +

αK
ε

x2 − α(A + K)
ε

x

+
aA
ε

+
αa
ε

E + bβpxE − bcE − bβpx + bc +
aσ2

f

2ε
+

bσ2
g

2

= − K
ε

x3 +
A + K + aK

ε
x2 − A + a(A + K) + bεβp

ε
x

+
(αa

ε
− bc

)
E +

(
bβp − α

ε

)
xE +

aA
ε

+ bc +
aσ2

f

2ε
+

bσ2
g

2
,

Take a = c
βp , b = α

εβp , so that αa
ε − bc = 0 and bβp − α

ε = 0, then

LV(x, E) = − K
ε

x3 +
A + K + aK

ε
x2 − A + a(A + K) + bεβp

ε
x +

aA
ε

+ bc +
aσ2

f

2ε
+

bσ2
g

2

≤ b1 +
aA
ε

+ bc +
aσ2

f

2ε
+

bσ2
g

2
=: M,

where b1 = supx∈(0,+∞)

{
− K

ε x3 + A+K+aK
ε x2 − A+a(A+K)+bεβp

ε x
}

, M is a constant. Then we can
obtain

dV(x, E) ≤ Mdτ +
σf√

ε
(x − a)dB1(τ) + bσg(E − 1)dB2(τ). (5.3)

Integrating from 0 to τn ∧ T at both sides of (5.3), we have:

V(x(τn ∧ T), E(τn ∧ T)) ≤ V(x(0), E(0)) + M(x(τn ∧ T))

+
∫ τn∧T

0

σf√
ε
(x − a)dB1(τ) + b

∫ τn∧T

0
σg(E − 1)dB2(τ).

By taking the expected values from both sides of the above equation, we can obtain

EV(x(τn ∧ T), E(τn ∧ T)) ≤ V(x(0), E(0)) + ME(τn ∧ T)

≤ V(x(0), E(0)) + MT.
(5.4)

Therefore, let Ωn = {ω ∈ Ω, τn = τn(ω) ≤ T}, it can be obtained that P(Ωn) > η for all
n ≥ n0. For each ω ∈ Ωn, x(τ, ω) and E(τ, ω) have at least one equal to n or 1

n , then we get

V(x(0), E(0)) + MT

≥ E(IΩn V(x(τn, ω), E(τn, ω))

≥ η

[
b(n − 1 − ln n) ∧ b

(
1
n
− 1 − ln

1
n

)
∧
(

n − a − a ln
n
a

)
∧
(

1
n
− a + ln an

)]
,

where IΩn(ω) is the indicative function of Ωn. If n → ∞, a contradiction arises where ∞ >

V(x(0), E(0)) + MY = ∞. Therefore, there is τ∞ = ∞ a.s.

5.2 Stationary distribution and ergodic properties

A stationary distribution is characterized by the fluctuation of the solution of a stochastic
system within a certain neighborhood of the positive equilibrium point of the correspond-
ing deterministic system and can be regarded as weak stability. Next, we provide sufficient
conditions for the existence of a stationary distribution in system (4.17).
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Theorem 5.2. Assuming ε(A+
σ2

f
2 )

α <
c+

σ2
g
c

c , ε < αc and βp < 1
ε , the system (4.17) has a stationary

distribution and it has the ergodic property for any initial value (x(0), E(0)) ∈ R2
+.

Proof. Define C2-function V1 as follows:

V1(x, E) = v(x, E) + αkE − v(x1, E1),

where v(x, E) = kx − ε2k
α ln x + k

c ln E+ 1
Eρ , k and ρ(0 < ρ < 1) are positive numbers, (x1, E1) =

( ε2

α , ( k
cρ )

− 1
ρ ) is the minimum value point of v(x, E).

Using Itô’s formula, we get

LV1 =
k
ε
[x(1 − x)(Kx − A)− αxE]− εk

α
[(1 − x)(Kx − A)− αE]

+
k
c
(βpx − c)− ρE−ρ(βpx − c) + αk(βpx − c)E +

kεσ2
f

2α
−

kσ2
g

2c
+

1
2

ρ(ρ + 1)σ2
g E−ρ

= − kK
ε

x3 +
αk(A + K) + ε2kK

αε
x2 − εk(A + K)

α
x − kA

ε
x +

kβp
c

x

− k(αc − ε)E − k
(α

ε
− αβp

)
xE − ρβpxE−ρ + ρE−ρ

(
c +

1
2

ρ(ρ + 1)σ2
g

)

− k

 (c +
σ2

g
2 )

c
−

ε(A +
σ2

f
2 )

α

 .

(5.5)

Considering a bounded closed set

Uη1 =

{
(x, E) ∈ R2

+, η1 ≤ x ≤ 1
η1

, η1 ≤ E ≤ 1
η1

}
.

Furthermore, we can obtain

R2
+ \ Uη1 = U1 ∪ U2 ∪ U3 ∪ U4,

where

U1 =

{
(x, E) ∈ R2

+, E >
1
η1

}
; U2 =

{
(x, E) ∈ R2

+, 0 < x < η1
}

;

U2 =
{
(x, E) ∈ R2

+, 0 < E < η1
}

; U4 =

{
(x, E) ∈ R2

+, x >
1
η1

}
.

We choose η1 > 0 as a sufficiently small constant and satisfy the following conditions:

B1 − k(αc − ε)
1
η1

+ ρη
ρ
1(c +

1
2
(ρ + 1)σ2

g) ≤ −1, (5.6)

2βpη1

c

(
c+

σ2
g
2

c − ε(A+
σ2

f
2 )

α

) <
1
2

, (5.7)

2εη1

c+
σ2

g
2

c − ε(A+
σ2

f
2 )

α

<
1
2

, (5.8)

D1 −
αk(A + K) + ε2kK

αεη1
< −1, (5.9)
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where B2 and D2 are positive constants that can be determined from the following inequalities
(5.10), (5.12). Next, we prove that LV1 is negative in regions Ui, i = 1, 2, 3, 4.

Case 1: If (x, E) ∈ U1, we have

LV1 ≤ − kK
ε

x3 +
αk(A + K) + ε2kK

αε
x2 − αkA + ε2k(A + K)

αε
x

+
kβp

c
x − k(αc − ε)E + ρE−ρ

(
c +

1
2

ρ(ρ + 1)σ2
g

)
≤ B1 − k(αc − ε)E + ρE−ρ

(
c +

1
2

ρ(ρ + 1)σ2
g

)
≤ B1 − k(αc − ε)

1
η1

+ ρη
ρ
1

(
c +

1
2

ρ(ρ + 1)σ2
g

)
,

(5.10)

where

B1 = sup
x∈(0,+∞)

{
− kK

ε
x3 +

αk(A + K) + ε2kK
αε

x2 − αkA + ε2k(A + K)
αε

x +
kβp

c
x
}

.

According to condition (5.6), we can obtain that LV1 ≤ −1 on U1.

Case 2: If (x, E) ∈ U2, one can see that

LV1 ≤− kK
ε

x3 +
αk(A + K) + ε2kK

αε
x2 − kA

ε
x +

kβp
c

x − k(αc − ε)E

+ ρE−ρ

(
c +

1
2

ρ(ρ + 1)σ2
g

)
− k

 (c +
σ2

g
2 )

c
−

ε(A +
σ2

f
2 )

α

+
kβp

c
x

≤C1 − k

 (c +
σ2

g
2 )

c
−

ε(A +
σ2

f
2 )

α

+
kβp

c
x

≤C1 − k

 (c +
σ2

g
2 )

c
−

ε(A +
σ2

f
2 )

α

+
kβp

c
η1,

(5.11)

where

C1 = sup
(x,E)∈R2

+

{
− kK

ε
x3 +

αk(A + K) + ε2kK
αε

x2 − kA
ε

x +
kβp

c
x

−k(αc − ε)E + ρE−ρ
(

c +
1
2

ρ(ρ + 1)σ2
g

)}
.

If we choose k =
2C1

(c+
σ2

g
2 )

c − ε(A+
σ2

f
2 )

α

, we can obtain

LV1 ≤ −C1 +
2βpC1η1

c
(

(c+
σ2

g
2 )

c − ε(A+
σ2

f
2 )

α

) .

It follows from (5.7), we can obtain LV1 ≤ −C1
2 on U2.
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Case 3: If (x, E) ∈ U3, we have

LV1 ≤− kK
ε

x3 +
αk(A + K) + ε2kK

αε
x2 − kA

ε
x +

kβp
c

x − k(αc − ε)E

+ ρE−ρ

(
c +

1
2

ρ(ρ + 1)σ2
g

)
− k

 (c +
σ2

g
2 )

c
−

ε(A +
σ2

f
2 )

α

+ kεE

≤C1 − k

 (c +
σ2

g
2 )

c
−

ε(A +
σ2

f
2 )

α

+ kεE

≤C1 − k

 (c +
σ2

g
2 )

c
−

ε(A +
σ2

f
2 )

α

+ kεη1,

where k = 2C1

(c+
σ2

g
2 )

c )− ε(A+
σ2

f
2 )

α

, C1 is given by (5.11), then we can obtain

LV1 ≤ −C1 +
2εC1η1

c
(

(c+
σ2

g
2 )

c − ε(A+
σ2

f
2 )

α

) .

According to condition (5.8), we can obtain LV1 ≤ −C2
2 on U3.

Case 4: If (x, E) ∈ U4, one can see that

LV1 ≤ − kK
ε

x3 +
αk(A + K) + ε2kK

αε
x2 − kA

ε
x +

kβp
c

x − k(αc − ε)E

+ ρE−ρ

(
c +

1
2

ρ(ρ + 1)σ2
g

)
− αkA + ε2k(A + K)

αε
x

≤ D1 −
αkA + ε2k(A + K)

αε
x

≤ D1 −
αkA + ε2k(A + K)

αεη1
,

(5.12)

where

D1 = sup
x∈(0,+∞)

{
− kK

ε
x3 +

αk(A + K) + ε2kK
αε

x2 − kA
ε

x +
kβp

c
x

−k(αc − ε)E + ρE−ρ

(
c +

1
2

ρ(ρ + 1)σ2
g

)}
.

According to condition (5.9), we can conclude that LV1 ≤ −1 on U4. Thus we can obtain
that for a enough small η, LV1 ≤ −max

{
1, C1

2

}
for all (x, E) ∈ R2

+ \ Uη1 .
In addition, the diffusion matrix of system (4.17) isσ2

f

ε
x2 0

0 σ2
g E2

 .

Choose
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M1 = min
(x,E)∈R2

+\Uη1

{
σ2

f

ε
x2, σ2

g E2

}
,

we have
σ2

f

ε
x2ξ2

1 + σ2
g E2ξ2

2 ≥ M1|ξ2|, (x, E) ∈ R2
+ \ Uη1 , ξ = (ξ1, ξ2) ∈ R2

+.

Therefore, the system has a stationary distribution and it has the ergodic property.

Combining Theorem 4.6 and 4.7, we can conclude that both the system (4.17) without
random reduction and the system (4.18) after random reduction have globally unique positive
solutions. And under certain conditions, they have stationary distribution.

Remark 5.3. The existence of a stationary distribution indicates that under current fishing and
environmental conditions, fish populations can maintain a relatively healthy quantity state,
which is conducive to the sustainable development of fisheries. For fisheries practitioners and
managers, a stationary distribution is an important reference for formulating fishing strate-
gies and fisheries management policies. It can help determine a reasonable fishing intensity to
achieve a balance between economic and ecological benefits. If the stable distribution of fish
populations indicates relatively abundant resources, then it is appropriate to reduce aquacul-
ture inputs and increase fishing output; On the contrary, if the stable distribution shows that
the resources are at an unstable or low level, it is necessary to increase aquaculture efforts and
control fishing intensity to ensure the sustainable development of the fishery economy.

5.3 Stochastic stability

In this section, the stability and bifurcation behavior of the stochastic system (4.16) near its
internal equilibrium point S∗ will be discussed. In order to obtain stochastic differential
equations in small parameter form, we introduce the following standard rescalings [26]:

K = εK̃, A = εÃ, α = εα̃, σf =
√

εσ̃f ,

where 0 < ε ≪ 1 is the time scale parameter. And system (4.16) is transformed into:{
dx = ε[x(1 − x)(K̃x − Ã)− α̃Ex]dt +

√
εσ̃f xdB1(t) =: ε f̃ (x, E, ε)dt + εσ̃f xdB1(t),

dE = ε(βpx − c)Edt +
√

εσgEdB2(t) =: εg(x, E)dt +
√

εσgEdB2(t),
(5.13)

which system (5.13) is a regular stochastic differential equation. In order to better study the
dynamic behavior near the equilibrium point S̃∗(x̃∗, Ẽ∗) where x̃∗ = c

βp , wẼ∗ = (1−x̃∗)(K̃x̃∗−Ã)
α̃ ,

we translate it to the origin and perform a polar coordinate transformation x = x̃∗ + r cos θ,
E = Ẽ∗ + r sin θ, and system (5.13) is transformed into the following form:{

dr =ε f1(r, θ, ε)dt +
√

εg11(r, θ, ε)dB1(t) +
√

εg12(r, θ, ε)dB2(t),

dθ =ε f2(r, θ, ε)dt +
√

εg21(r, θ, ε)dB1(t) +
√

εg22(r, θ, ε)dB2(t),
(5.14)

where
f1(r, θ) = r

(
(Ã + K̃ − 2K̃x̃∗)x̃∗ cos2 θ − α̃x̃∗ sin θ cos θ + βpẼ∗ sin θ cos θ

)
+ r2 (−3(K̃x̃∗ − Ã − K̃) cos3 θ − α̃ sin θ cos2 θ + βp sin2 θ cos θ

)
− r3K̃ cos4 θ,

g11(r, θ) = σ̃f r cos2 θ, g12(r, θ) = σgr sin2 θ,

f2(r, θ) =
(

βpẼ∗ cos2 θ − (Ã + K̃ − 2K̃x̃∗)x̃∗ sin θ cos θ + α̃x̃∗ sin2 θ
)

+ r
(

βp sin θ cos2 θ + (3K̃x̃∗ − Ã − K̃) sin θ cos2 θ + α̃ sin2 θ cos θ
)
+ r3K̃ sin θ cos3 θ,

g21(r, θ) = − σ̃f sin θ cos θ, g22(r, θ) = σg sin θ cos θ.
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According to the Khasminskii’s limit theorem in [16, 44], when the intensities of noise σf and
σg are small and ε → 0, on the time interval of ε−1 magnitude, the process {r(t), θ(t)} of
system (5.14) weakly converges to a two-dimensional Markov diffusion process. Through the
application of the stochastic averaging method, a stochastic differential equation as follows is
obtained. {

dr = fr(r)dt + σ11(r)dBr(t) + σ12(r)dBθ(t),

dθ = fθ(r)dt + σ21(r)dBr(t) + σ22(r)dBθ(t),
(5.15)

where Br(t) and Bθ(t) are independent standard Wiener processes, and the coefficients of
system (5.15) satisfy

fr = ε

(
(Ã + K̃ − 2K̃x̃∗)rx̃∗

2
+

5r
8
(σ̃2

f + σ2
g)−

r
4

σ̃f σg −
3r3K̃

8

)
=

(A + K − 2Kx∗)rx∗
2

+
5r
8
(σ2

f + εσ2
g)−

r
4
√

εσf σg −
3r3K

8
,

fθ =
ε

2
(α̃x̃∗ + βpẼ∗) =

1
2
(αx∗ + εβpE∗),

σ12 = σ21 = 0,

σ2
11 =

3εr2

8

(
σ̃2

f + σ2
g +

2
3

σ̃f σg

)
=

3r2

8

(
σ2

f + εσ2
g +

2
3
√

εσf σg

)
,

σ2
22 =

ε

8
(σ̃f − σg)

2 =
1
8
(σf − εσg)

2.

We can easily conclude that in system (5.15), the modulus equation and phase equation are
decoupled. In order to study the stability and branching phenomena of system (4.16), we only
need to discuss the mean modulus equation of system (5.15), which is

dr = fr(r)dt + σ11(r)dBr(t). (5.16)

For convenience, we introduce the following notation:

c1 =
(A + K − 2Kx∗)x∗

2
, c2 = 5(σ2

f + εσ2
g)− 2

√
εσf σg, c3 = 3K, c4 = 3

(
σ2

f + εσ2
g +

2
3
√

εσf σg

)
.

Therefore, we can rewrite system (5.16) as

dr =
((

c1 +
c2

8

)
r − c4

8
r3
)

dt +
( c4

8
r2
) 1

2
dBr(t). (5.17)

We know that r = 0 is a fixed point of system (5.16), corresponding to the trivial solution
of the original system (4.17). This section discusses the stability of the fixed points of system
(5.16), as well as the stability of the singularity S∗ of system (4.17).

We adopt the Lyapunov exponent method to determine the local stability of the trivial
solution of system (5.17). Consider the linear Itô stochastic differential equation for system
(5.17):

dr =
(

c1 +
c2

8

)
rdt +

( c4

8
r2
) 1

2
dBr(t). (5.18)

By utilizing the solution of Itô’s stochastic differential equation, we can obtain a solution
of (5.18):

r(t) = r(0) exp
{∫ t

0

(
c1 +

c2

8
− c4

16

)
ds +

∫ t

0

( c4

8

) 1
2
dBr(s)

}
.
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We obtained the Lyapunov exponent of system (5.17), which is given

λ(t) = lim
t→∞

1
t

ln ∥r(t)∥ = lim
t→∞

1
2t

ln r(t) =
1
2

(
c +

c2

8
− c4

16

)
. (5.19)

Therefore, the trivial solution of system (5.18) is asymptotically stable with a probability
of 1, when λ < 0, i.e. c1 +

c2
8 − c4

16 < 0. Moreover, it has robustness against high-order random
disturbances, which results in the asymptotic stability of the trivial solution of the original
nonlinear system (5.17) with probability 1.

Therefore, we can obtain that:

Theorem 5.4. If λ < 0, i.e. c1 +
c2
8 − c4

16 < 0, the trivial solution of system (5.17) is locally asymptot-
ically stable with probability 1. If λ > 0, i.e. c1 +

c2
8 − c4

16 > 0, the trivial solution of system (5.17) is
unstable. If λ = 0, i.e. c1 +

c2
8 − c4

16 = 0, system (5.17) may experience bifurcation.

We use singular boundary theory to discuss the global stability of S∗ of system (4.17).
According to the theory of singular boundaries, when r → 0+, σ11 = 0, therefore r = 0 is the
first type of singular boundary. After calculation, the diffusion index αl , drift index βl , and
characteristic value cl can be obtained that

αl = 2, βl = 1, cl = lim
r→0+

2 fr(r)rαl−βl

σ2
11(r)

=
16c1 + 2c2

c4
.

Therefore, it can be concluded that:

(a) When cl < 1, i.e. c4 > 16c1 + 2c2, the bound r = 0 is attractively natural;

(b) When cl > 1, i.e. c4 < 16c1 + 2c2, the bound r = 0 is repulsively nature;

(c) When cl = 1, i.e. c4 = 16c1 + 2c2, the bound r = 0 is strictly natural.

The right boundary r = ∞ is the second type of singular boundary, because when r → ∞,
| fr| → ∞. By calculation, the diffusion index αr = 2 and the drift index βr = 3 can be obtained.
Additionally, since fr(∞) < 0, the right boundary r = ∞ is an entrance boundary.

We know that all solutions of the system will enter from the right boundary and then be
attracted to the left boundary, when r = 0 is attractively nature and r = ∞ is an entrance
boundary. This implies that the trivial solution of system (5.17) is globally stable, which
coincides with the conclusion derived by employing the Lyapunov exponent method. In other
words, the trivial solution of the system is both locally and globally stable.

Therefore, we provide the following theorem:

Theorem 5.5. The trivial solution of system (5.17) is globally stable for c4 > 16c1 + 2c2. The trivial
solution of system (5.17) is unstable for c4 < 16c1 + 2c2. System (5.17) may undergo bifurcation for
c4 = 16c1 + 2c2.

Remark 5.6. We refer to the method in reference [26] and transform system (4.16) into system
(5.13) by introducing appropriate transformations. It should be pointed out that reference [26]
uses the regular perturbation method to transform the original system into a weakly perturbed
system, while the processing method in this paper differs from it. Specifically, since the system
(4.16) already contains a small parameter ε, we only implement the transformation on the first
equation of system (4.16). Although the transformed system (5.13) has similarities in form
with weakly perturbed systems, due to significant differences in magnitude between f̃ (x, E, ε)
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and g(x, E) (where f̃ (x, E, ε) = O(1/ε) and g(x, E) = O(1)), the system (5.13) still maintains
typical fast-slow system characteristics. This property is mainly reflected in: There is a clear
separation in the time scale of system variables; The evolution rates of fast variable x and slow
variable E maintain a difference in magnitude between O(1) and O(ε); This conclusion differs
fundamentally from the weak perturbation system obtained through regular perturbation in
reference [26] in terms of mathematical properties, and also reflects the characteristics of the
processing method proposed in this paper.

5.4 Stochastic bifurcation

In this section, we will study the bifurcation behavior of the system from a dynamic perspec-
tive.

Theorem 5.7. Stochastic system (5.17) will generate a D-bifurcation as the value of bifurcation pa-
rameter c4 passed through 16c1 + 2c2.

Proof. Consider the linear stochastic differential equation (5.18), which is equivalent to a
Stratonovich stochastic differential equation:

dr =
(

c1 +
c2

8
− c4

16

)
rdt +

( c4

8
r2
) 1

2
dBr(t). (5.20)

Let m1(r) = (c1 +
c2
8 − c4

16 )r, σ1(r) = ( c4
8 r2)

1
2 , system (5.20) can be rewritten as

dr = m1(r)dt + σ1(r)dBr(t). (5.21)

The continuous dynamic system generated by it is

φ(t)x = x +
∫ t

0
m1(φ(s)x)ds +

∫ t

0
σ1(φ(s)x)dBr(s),

where m1(r) = 0 and σ1(0) = 0, thus 0 is a fixed point of φ(x). Since m1(r) is bounded,
the condition σ1(0) ̸= 0 is satisfied for any m1(r) ̸= 0, ensuring that there exists at most one
stationary probability density. We have

∂p
∂t

= − ∂

∂r

((
c1 +

c2

8

)
p
)
+

1
2

∂2

∂r2

(( c4

8
r2
)

p
)

. (5.22)

which is the FPK equation for system (5.18).
Solving for ∂p

∂t = 0, we obtain

p(r) = c | σ−1
1 (r) | exp

(∫ r

0

2m1(s)
σ2

1 (s)
ds
)

, (5.23)

where c is constant. The system (5.22) has two possible equilibrium states: fixed point and
non trivial stationary motion. The density of the invariant measure δ0 for the former is δ(x),
while the density of the invariant measure v for the latter is (5.23). As calculated, the solution
for system (5.21) is

r(t) = r(0) exp
[∫ t

0
(m′

1(r) +
σ1(r)σ′′

1 (r)
2

)ds +
∫ t

0
σ′

1(r)dBr(s)
]

. (5.24)
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The Lyapunov exponent of a stochastic dynamical system with regard to the measure µ is

λφ(µ) = lim
t→∞

1
t

ln ∥r(t)∥ . (5.25)

Substitute (5.24) into(5.25), we obtain that

λφ(δ0) = lim
t→+∞

1
t

[
ln r(0) + m′

1(0)
∫ t

0
ds + σ′

1(r)
∫ t

0
dBr(s)

]
= m′

1(0) + σ′
1(0) lim

t→+∞

Br(t)
t

= m′
1(0) = c1 +

c2

8
− c4

16
.

For the invariant measure v with a density of (5.23), the Lyapunov exponent is

λφ(v) = lim
t→∞

1
t

∫ t

0

(
m′

1 +
σ1σ′′

1
2

)
(r)ds

= −32
√

2c
3
2
4

(
c1 +

c2

8
− c4

16

)2
exp

(
16
c4

( c2

8
− c4

16

))
< 0.

In conclusion, if c4 > 16c1 + 2c2, the fixed-point invariant measure is stable; if c4 < 16c1 +

2c2, it is unstable; if c4 = 16c1 + 2c2, system (5.17) undergoes a D-bifurcation.

Theorem 5.8. Stochastic system (5.17) will generate P-bifurcation as the value of bifurcation parameter
c4 passed through 8c1 + c2.

Proof. Based on the amplitude r(t) of the stochastic differential equation, we calculate its FPK
equation as follows:

∂p
∂r

=
{(

(c1 +
c2

8
)r − c3

8
r3
)

p
}
+

1
2

∂2

∂r2

(
(

c4

8
r2)p

)
,

whose initial condition is

p(r, t|r0, t0) → δ(r − r0), t → t0,

where p(r, t|r0, t0) represents the transition probability density of the diffusion process r(t).
The invariant measure of r(t) is the steady-state probability density function pst(r), which
serves as the solution to the following degenerate system:

− ∂

∂r

{((
c1 +

c2

8

)
r − c3

8
r3
)

p
}
+

1
2

∂2

∂r2

( c4

8
r2
)

p = 0.

By calculation, it can be concluded that

pst(r) =


r

16c1+2c2−2c4
c4 e

− c3
c4

r2

Γ
(

8c1+c2
c4

)(
c4
c3

) 8c1+c2
c4

, c4 < 16c1 + 2c2,

δ0, c4 ≥ 16c1 + 2c2.

(5.26)

According to Namachivaya’s theory, the extremum of invariant measures can explain the
key characteristics of correlated nonlinear stochastic systems. If r∗ represents the maximum
value point of pst(r), the sample trajectory is likely to remain in the vicinity of r∗ with a high
probability, suggesting that r∗ is stable in a probabilistic sense. Conversely, if pst(r) has a
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minimum value, the situation is reversed.
To solve for the extremum of pst(r), we need to solve the following equation:(

16c1+2c2−2c4
c4

− 2c3
c4

r2
)

r 16c1+2c2−3c4
c4

e−
c3
c4

r2

Γ
(

8c1+c2
c4

) (
c4
c3

) 8c1+c2
c4

= 0.

By simple calculation, we obtain r = 0 or r∗ =
√

8c1+c2−c4
c3

. The system reaches its maxi-
mum value at r∗ if c4 < 8c1 + c2. Therefore, we can prove the following three situations:

Case (i): If 8c1 + c2 < c4 < 16c1 + 2c2 and r → 0+, pst(r) tends to infinity. At this time, the
sample trajectory of the system is concentrated around r = 0.

Case (ii): If 16c1+2c2
3 < c4 < 8c1 + c2, pst(r) attains its maximum at r = r∗ and its minimum

at r = 0. However, pst(r) is not differentiable at r = 0 in this scenario.
Case (iii): If c4 < 16c1+2c2

3 , pst(r) attains its maximum at r = r∗ and its minimum at r = 0.
At this time, pst(r) is differentiable at r = 0, and it is easy to find that pst(r) is smooth at r = 0.

Based on the above analysis, we know that the shape of pst(r) will change from a mono-
tonic to a unimodal as the c4 value exceeds 8c1 + c2. System (5.17) generates a stochatic
P-bifurcation if c4 = 16c1+2c2

3 .

Remark 5.9. The sample trajectory of the system is concentrated around r = 0 for 8c1 +

c2 < c4 < 16c1 + 2c2, indicating a high probability of a small population size, which is not
conducive to population growth. As c4 decreases, the peak value of pst(r) narrows and shifts
to the right (see Figure 5.2(a) and Figure 5.2(b)), indicating a higher probability of a larger
population size, which is beneficial for population growth.

5.5 Numerical simulation

In this section, we will use data simulation to verify the correctness of the above theory.
We select parameter K = 3, A = −0.8, α = 0.17, ε = 0.1, β = 1.5, p = 3, c = 1.69,

σf = 0.001 and σg = 0.001 and σg = 0.001 in system (4.17), which satisfy the conditions

ε(A +
σ2

f
2 )

α
<

c +
σ2

g
c

c
, ε < αc and βp <

1
ε

(the data source from Table 3.2.). According to Theorem 5.2, it is known that system (4.17)
has a stationary distribution. In a sense, it also indicates that small-scale noise is beneficial
for system stability. As shown in Figure 5.1. The values of x(t) and E(t) in Figure 5.1(a)
and Figure 5.1(c) oscillate slightly around the equilibrium point of the deterministic system.
The bar charts in Figure 5.1(b) and Figure 5.1(d) show that system (4.17) exhibits a stationary
distribution.

Next, we will verify the conclusion of stochastic bifurcation through numerical simulation.
We select parameters c1 = 0.25, c2 = 3, c3 = 10 and c4 = 5 so that they satisfy the case (i) in
the proof of Theorem 5.8. Figure 5.2 shows the stationary probability density pst(r) of system
(5.17), from which we can see that pst(r) tends towards infinity when r → 0+.

We select parameters c1 = 0.25, c2 = 3, c3 = 10 and c4 = 3.5 so that they satisfy the
case (ii). Figure 5.3 shows the graph of pst(r), from which we can see that pst(r) reaches its
maximum at r = r∗ and its minimum at r = 0.
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Figure 5.1: (a,c): Comparison of the solutions x(t) and E(t) of system (4.17) with
the corresponding deterministic system solutions. The red line stands for the
solution of the stochastic system, and the green line stands for the solution of
the corresponding deterministic system. (b,d): The histogram of the probability
density functions of x, E populations.
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Figure 5.2: The stationary probability density pst(r) of system (5.17) with c1 =

0.25, c2 = 3, c3 = 10 and c4 = 5.
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Figure 5.3: The stationary probability density pst(r) of system (5.17) with c1 =

0.25, c2 = 3, c3 = 10 and c4 = 3.5.

We select parameters c1 = 0.25, c2 = 3, c3 = 10 and c4 = 2 so that they satisfy the case (iii).
Figure 5.4 shows the graph of pst(r), from which we can see that pst(r) reaches its maximum
at r = r∗ and its minimum at r = 0.

We compare the effects of noise intensity σf and σg on the peak value of probability density
pst(r) under strong and weak Allee effect. Selecting parameter K = 3, A = 0.2, α = 0.2,
ε = 0.9, β = 1.1, p = 2.5, c = 1, σg = 0.7 and K = 3, A = −0.2, α = 0.2, ε = 0.9, β = 1.1,
p = 2.5, c = 1, σg = 0.7, we plotted the graph of peak versus σf (see Figure 5.5(a)). Selecting
parameter K = 3, A = 0.2, α = 0.2, ε = 0.9, β = 1.1, p = 2.5, c = 1, σf = 0.7 and K = 3,
A = −0.2, α = 0.2, ε = 0.9, β = 1.1, p = 2.5, c = 1, σf = 0.7, we plotted the graph of
peak versus σg(see Figure 5.5(b)). From the graph, we can observe that as the values of σf
and σg increase, the peak value of pst(r) first increases and then decreases, indicating that
the survival probability of the population will be higher under appropriate noise intensity.
This is also consistent with reality, indicating that moderate harsh environments can promote
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Figure 5.4: The stationary probability density pst(r) of system (5.17) with c1 =

0.25, c2 = 3, c3 = 10 and c4 = 2.
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Figure 5.5: (a) The effect of parameter σf on the peak value of pst(r). (b) The
effect of parameter σg on the peak value of pst(r).

the reproduction of biological populations, while extreme natural environments can lead to
the extinction of organisms. From Figure 5.5, it can also be observed that the probability of
population survival under weak Allee effects is higher than that under strong Allee effects.

Finally, we discuss the impact of random noise on relaxation oscillations [1] through nu-
merical simulation. Choosing parameter K = 2, A = −0.5, α = 0.17, ε = 0.01, β = 0.4, p = 1,
c = 0.14, σf = 0.02 and σg = 0.02, We have plotted the influence diagram noise on relaxation
oscillation (see Figure 5.6). We found that noise will fluctuate near the relaxation oscillation,
that is, the noise will approximately stabilize near the relaxation oscillation of deterministic
system.

Remark 5.10. Environmental fluctuations highlight the importance of ecosystem protection.
The fishery bioeconomic model can help evaluate the role of ecosystem conservation mea-
sures in responding to environmental fluctuations. For example, after setting up a marine
protected area in a fishing ground, during environmental fluctuations, the fish population
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Figure 5.6: (a) The influence diagram noise on relaxation oscillation. (b) x − t
(blue) and E − t (green) time series diagram.

within the protected area may serve as a “source” to provide juvenile fish supplements to
surrounding fishing grounds, thereby maintaining the stability of the entire fishing ecosys-
tem. Fishery managers also need to adjust their fishing strategies based on environmental
fluctuations. During periods of significant environmental fluctuations, stricter fishing restric-
tions may be necessary, such as reducing fishing quotas and extending fishing bans. This is
because environmental fluctuations have already caused natural pressure on fish populations,
and overfishing may make it difficult for populations to recover, leading to the depletion of
fishery resources. The fishery bioeconomic model can simulate the effects of different fishing
strategies under environmental fluctuations, providing scientific decision-making basis for
managers.

6 Conclusion

This paper investigates the bifurcation behavior of a class of stochastic fast slow single popu-
lation fishery economic models with Allee effect.

For the deterministic fast-slow system (2.2) with strong Allee effect, we studied the fast-
slow dynamic behavior of the system and revealed that as the bifurcation parameters change,
the system produces stable canard circle, which happen to coincide with the Hopf bifurcation
of the normal system. Compared to the strong Allee effect, for deterministic fast-slow sys-
tems (2.2) with weak Allee effect, more complex dynamic properties will be generated, not
only canard circle, but also a fast-slow periodic cycle (relaxation oscillation). The existence of
canard circle and relaxation oscillations indicates that the system will have a periodic oscilla-
tion, which means that the system is in dynamic equilibrium. For the aquaculture industry, it
is beneficial for fishermen to optimize resource allocation and sustain economic turnover.

For the stochastic fast-slow fishery economic system, we discussed the existence of a sta-
tionary distribution for the system (4.18)after stochastic reduction. And with the time scale
parameter as a general parameter, we studied the existence of stationary distribution and
stochastic bifurcation behavior of the system (4.17). We conclude that both strong Allee ef-
fect and weak Allee effect, the system system (4.18) has a stationary distribution, and as the
bifurcation parameter c4 changes, stochastic P-bifurcation and stochastic D-bifurcation will
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occur. Then we compared the changes in peak density of stationary distributions under dif-
ferent Allee effects, and concluded that under the same noise influence, weak Allee effects are
more conducive to population survival (see Figure 5.5). Using the image (Figure 5.6) to de-
scribe the effect of the time scale parameter c on relaxation oscillations, we found that random
fluctuations tend to stabilize near relaxation oscillations.

On the basis of this article, there is still relevant work that can be further studied. In
this article, we only considered single population models, and in the future, we can study
the relevant properties and bifurcation studies of multiple population models, as well as the
bifurcation behavior of systems at multiple time scales.

Appendix

We provide a proof of convergence for the integrals I1 =
∫ +∞

x(0) x−N exp
{ 2(K+A)

σ2
f

x − K
σ2

f
x2}dx

and I2 =
∫ +∞

x(0) x−N+1 exp
{ 2(K+A)

σ2
f

x − K
σ2

f
x2}dx.

Let u = x
σf

, we obtain

I1 = σ−N+1
f

∫ +∞

x(0)
u−N exp

{
−Ku2 +

2(K + A)u
σf

}
du

= σ−N+1
f e

(K+A)2

Kσ2
f

∫ +∞

x(0)
u−N exp

{
−K

(
u − K + A

Kσf

)2
}

du, taking y = u − K + A
Kσf

,

= σ−N+1
f e

(K+A)2

Kσ2
f

∫ +∞

x(0)− K+A
Kσf

(
y +

K + A
Kσf

)−N

e−Ky2
dy.

By calculation, we can conclude that e−Ky2
is monotonically decreasing and bounded on the

interval (x(0)− K+A
Kσf

,+∞). Since N > 2, we can obtain that

∫ +∞

x(0)− K+A
Kσf

(
y +

K + A
Kσf

)−N

dy =
∫ +∞

x(0)
u−Ndu,

is convergent. Therefore, according to the Abel convergence criterion, we conclude that the
integral I1 is convergent. Similarly, we can also conclude that I2 converges.
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