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A reliable optimal design process for the Non-uniform rational B-spline (NURBS) curves 

and surfaces would have a wide and foundational application in CAGD, CAD, image 

processing, etc.  Yet the optimal design and parameter tuning of the NURBS curves and 

surfaces is a complicated, highly non-linear and multiobjective optimization(MOO) 

problem. The complexity of the problem is even increased when the criteria of product 

beauty is included to the design process. More on the problem, applications and previous 

approaches are available in [2,4], where the use of MOO algorithms enhances the design 

process by enabling optimization of several design objectives at once. 

In this article the optimization process of NURBS including four conflicting and highly non-

liner design objectives is described. For solving problems as such, with a high level of 

complexity,   modeling the true nature of the problem is of importance and essential.  For 

this reason a considerable amount of efforts is made in modeling the MOO problems in 

Scilab and the details are described.     

Here, as an alternative to the previous approaches the robust and interactive MOO 

algorithm of RSO[1,3] is  proposed in order to efficiently optimize all the design objectives 

at once including the criteria of beauty in which couldn’t be completely considered in the 

previous attempts. In this framework the quality of the surface, similar to the previous 

research workflows, is measured using a set of certain functions, then an optimization 

algorithm is applied in order to optimize the function to improve the quality of the surface.  

The problem is modeled in scilab and the model is integrated to the optimizer via advanced 

interfaces to the RSO algorithm and its brain-computer evolutionary multiobjective 

optimization implementations and visualization [1,13]. In this framework the application of 

learning and intelligent optimization and reactive business intelligence approaches in 

improving the process of such complex optimization problems are described. Furthermore  

the problem is further reconsidered by reducing the dimensionality and the dataset 

size[11],  multi-dimensional scaling, clustering and visualization tools[3,13].  
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Schematic flowchart of the proposed optimization process [1]; learning the problem definition 

from the final user in interactive multiobjective optimization [3]. 

 

Brief statement of the problem  

A tensor product NURBS is defined as;                         
   
   

   
   , where      are 

control points of the surface with the orders and the numbers of                    are the 

NURBS basis function, depended on the design variables including weights,  , the knot 

vectors,      , the         
 orders of the surface and the parameterization,      .   

Handling the parameterization, knot vectors and NURBS weights is described in [4].  

Tuning NURBS weights and knot vector all together dramatically increases the number of 

DOF which is proportional to    .  

According to the input points,       and the design variables, the control points        via 

utilizing the linear least squares fitting, are calculated and the surface is created [12].    

Let   be the collocation matrix used for surface fitting;          are the coordinates of  , 

the data to be fitted;         a diagonal matrix whose entries are the vector    

                                                        

                                                                           

The position of the surface’s control points  
 
  

 
  

 
 are given by least solution of the 

following equations:                                                           

 

Optimization Objectives  

The goal of the optimization process is to produce a set of NURBS surfaces which 

approximates a set of input points                      ℝd         and are optimal 

with respect to the specified design objectives. Once the surface is created the quality of it 

could be considered by evaluating a set of specified design objectives, i.e.          ), . . ., 
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Approximation Error,     the distance between the surface and the points   measured at 

the parametrization points      , is often subjected to minimization;  

    min                   
 
    

   
   
   , under    norm    

    ma                                       , under    norm.  

Surface Area,     in conflict with approximation error, controls artifacts due to over-fitting;  

        
    

  
   

    

  
      

 
 
    

Surface Elastic Energy,     as an other conflicting objective is a highly non-linear term;  

              
        

 
    

 
 
 , where A is the surface area. 

 

Statement of the general form of the multiobjective optimization problems 

According to [3] the general form of the Multiobjective optimization problems is stated as   

                                                            Minimize                           

                                                            Subjected to                   

where    ℝn is a vector of   decision variables;     ℝn is the feasible region and is 

specified as a set of constraints on the decision variables;      ℝm is made of    

objective functions subjected to be minimization. Objective vectors are images of decision 

vectors written as                         An objective vector is considered optimal if 

none of its components can be improved without worsening at least one of the others. An 

objective vector   is said to dominate  , denoted as      , if       
   for all   and there 

exist at least one   that       
 . A point    is Pareto optimal if there is no other     such 

that      dominates        

 

A brief revision on previous approaches to solving the MOO of the NURBS curves and 

surfaces  

The mathematical modeling of the NURBS curves and surfaces design problem results in a 

multiobjective optimization problem which cannot be handled as such by traditional single 

objective optimization algorithms. Considering the problem with Conjugate Gradient and 

Newton based approaches, the optimization process is divided into several phases and 

each functional is optimized separately [6, 7, 8].  In this approach the multiobjective 

problem is solved via a single objective optimization algorithm. However the results 

obtained clearly are not promising.    

Previously an evolutionary MOO algorithm [4] is used to handle this case. In this approach 

the results are reported promising due to the robustness and efficiency of evolutionary 

algorithms. Evolutionary algorithms [9] are natural choice for multiobjective optimization 

since at each step the algorithms keeps a population, which is a set of solutions instead of a 

single, optimal, solution. Because of the robustness and efficient handling of highly non-

linear objective functions and constrains the use of evolutionary algorithm in geometrical 

problem has proved to be a powerful technique [10].    
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In the proposed RSO algorithms, in contrast to the evolutionary algorithms, the decision 

maker guides the optimization in the desirable search locations and the final desirable 

surface. In this case the computation cost is minimized and the preferences of the decision 

maker are effectively considered.    
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