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Abstract. We present a lattice-theoretic approach to version spaces in
multicriteria preference learning and discuss some complexity aspects. In
particular, we show that the description of version spaces in the prefer-
ence model based on the Sugeno integral is an NP-hard problem, even
for simple instances.

1 Motivation

We consider an instance of supervised learning, where given a set X of objects
(or alternatives), a set L of labels (or evaluations) and a finite set S ⊆ X× L of
labeled objects, the goal is to predict labels of new objects.

In the current paper, our motivation is found in the field of preference mod-
eling and learning (prediction). We take the decomposable model to represent
preferences over a set X = X1 × · · · × Xn of alternatives (e.g., houses to buy)
described by n attributes Xi (e.g., price, size, location, color). In this setting,
preference relations � are represented by mappings U : X → L valued in a scale
L, and called “overall utility functions”, using the following rule:

x � y if and only if U(x) ≤ U(y).

In other words, an alternative x is less preferable than an an alternative y if
the score of x is less than that of y. This representation of preference relations
is usually refined by taking into account “local preferences ” �i on each Xi,
modeled by mappings ϕi : Xi → L called “local utility functions”, which are
then merged through an aggregation function p : Ln → L into an overall utility
function U :

U(x) = p (φ(x)) = p
(
ϕ1(x1), . . . , ϕn(xn)

)
. (1)
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Loosely speaking, p merges the local preferences in order to obtain a global
preference on the set of alternatives. In the qualitative setting, the aggregation
function of choice is the Sugeno integral that can be regarded [10] as an idem-
potent lattice polynomial function, and the resulting global utility function (1) is
then called a pseudo-polynomial function. This observation brings the concept of
Sugeno integral to domains more general than scales (linearly ordered sets) such
as distributive lattices and Boolean algebras. Apart from the theoretic inter-
est, such generalization is both natural and useful as it allows incomparability
amongst alternatives, a situation that is most common in real-life applications.

In this setting, we consider the learning scenario where given a training set
consisting of pairs of alternatives together with their evaluations, we would like
to determine all models (1) that are consistent with it. Formally we consider the
following supervised learning task :

– Given:
• a distributive lattice L (evaluation space)
• a training set T of pairs (x, lx) ∈ X × L

– Find: all pseudo-polynomials U : X → L s.t. U(x) = lx for all (x, lx) ∈ T .

In other words, we would like to describe the version space (see, e.g., [1,11]) in
this qualitative setting, which asks for all lattice polynomial functions p : Ln → L
and all local utility functions ϕi : Xi → L, i ∈ [n] := {1, . . . , n}, such that for
every (x, lx) ∈ T , x = (x1, . . . , xn), we have p (φ(x)) = lx.

Remark 1. This task of describing the version space was formalized mathemat-
ically in [3,5] as an interpolation problem. In this sense, we assume that the
function fT determined by T (i.e., fT (x) = lx for each (x, lx) ∈ T ) is well-
defined.

Remark 2. We would like to stress the fact that, despite motivated by a problem
rooted in preference learning (see [7] for general background and a thorough
treatment of the topic), our setting differs from the standard setting in machine
learning. This is mainly due to the fact that we aim to describing utility-based
preference models that are consistent with existing data (version spaces) rather
than aiming to learning utility-based models by optimization (minimizing loss
measures and coefficients) such as in, e.g., the probabilistic approach of [2] or
the approach based on the Choquet integral of [12], and that naturally accounts
for errors and inconsistencies in the learning data. Another difference is that,
in the latter, data is supposed to be given in the form of feature vectors (thus
assuming that local utilities over attributes are known a priori), an assumption
that removes the additional difficulty that we face, namely, that of describing
local utility functions that enable models based on the Sugeno integral that are
consistent with existing data. It is also worth noting that we do not assume any
structure on attributes and that we allow incomparabilities in evaluation spaces,
which thus subsume preferences that are not necessarily rankings.

The complete description of the version space in the multicriteria setting still
eludes us, but using some lattice-theoretic techniques developed in [3] (recalled
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in Section 2), we present in Section 3 explicit descriptions of version spaces when
the local utility functions ϕi : Xi → L are known a priori.

2 When the Local Utility Functions are Identity Maps

Recall that a polynomial function over a distributive lattice L is a mapping
p : Ln → L that can expressed as a combination of the lattice operations ∧ and
∨, projections and constants. In the case when L is bounded, i.e., with a least
and a greatest element denoted by 0 and 1, resp., Goodstein [8] showed that
polynomial functions p : Ln → L coincide exactly with those lattice functions
that are representable in disjunctive normal form (DNF for short) by

p(x) =
∨

I⊆[n]

(
cI ∧

∧

i∈I

xi

)
, where x = (x1, . . . , xn) ∈ Ln. (2)

In fact he provided a canonical DNF where each cI is of the form p(1I), where
1I denotes the “indicator function” of I ⊆ [n].

Recall that the Birkhoff-Priestley representation theorem [6] states that we
can embed L into a Boolean algebra B. For the sake of canonicity, we assume
that L generates B, so that B is uniquely determined up to isomorphism. We
also denote the boundary elements of B by 0 and 1. The complement of an
element a ∈ B is denoted by a′.

In [3], we showed that the version space when the local utility functions are
identity maps (i.e., Xi = L and the models are lattice polynomial functions)
can be thought of as an interval lower and upper bounded by polynomials p−

and p+, resp., defined as follows. Let T be a training set as above and consider
the corresponding function fT : D → L (D comprises the first components of
couples in T ). Define the following two elements in B for each I ⊆ [n]:

c−
I :=

∨

a∈D

(
fT (a) ∧

∧

i/∈I

a′
i

)
and c+I :=

∧

a∈D

(
fT (a) ∨

∨

i∈I

a′
i

)
.

and let p− and p+ be the polynomial functions over B given by:

p−(x) :=
∨

I⊆[n]

(
c−
I ∧

∧

i∈I

xi

)
and p+(x) :=

∨

I⊆[n]

(
c+I ∧

∧

i∈I

xi

)
.

Theorem 1 ([3]). Let p : Bn → B be a polynomial function over B given by
(2) and let D be the set of the first components of couples in a training set T .
Then p|D = fT if and only if c−

I ≤ cI ≤ c+I (or, equivalently, p− ≤ p ≤ p+).

Remark 3. From Theorem 1 it follows that a necessary and sufficient condition
for the existence of a polynomial function p : Bn → B such that p|D = fT is
c−
I ≤ c+I , for every I ⊆ [n]. Moreover, if for every I ⊆ [n], there is cI ∈ L such

that c−
I ≤ cI ≤ c+I , then and only then the version space over L is not empty.
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3 When the Local Utility Functions are Known A Priori

We now assume that the local utility functions ϕi : Xi → L are known a priori.
So given a training set T ⊆ X × L, our goal to find all polynomial functions p
over L such that the pseuo-polynomial function U given by (1) is consistent with
T , i.e., U |D = fT . Let us consider an arbitrary polynomial function p over B in
its disjunctive normal form (2). The corresponding pseudo-polynomial function
U = p (ϕ1, . . . , ϕn) verifies U |D = fT if and only if p|D′ = fT ′ where D′ is the
set of first components of couples in T ′ = {(φ(x), fT (x)) : (x, fT (x)) ∈ T}. Using
the construction of Section 2 for T ′, we define coefficients c−

I,φ and c+I,φ for every
I ⊆ [n] as follows:

c−
I,φ :=

∨

a∈D

(
fT (a) ∧

∧

i/∈I

ϕi(ai)′) and c+I,φ :=
∧

a∈D

(
fT (a) ∨

∨

i∈I

ϕi(ai)′).

Denoting the corresponding polynomial functions by p−
φ and p+φ , Theorem 1

yields the following explicit description of version spaces.

Theorem 2. Let T ⊆ X × L and D as before. For any ϕi : Xi → L (i ∈ [n])
and any polynomial function p : Bn → B given by (2), we have that U = p (φ)
verifies U |D = fT if and only if c−

I,φ ≤ cI ≤ c+I,φ for all I ⊆ [n] (or, equivalently,
p−

φ ≤ p ≤ p+φ ).

Remark 4. Note that if there exist couples (a, fT (a)), (b, fT (b)) ∈ T such that
fT (a) 	= fT (b) but φ(a) = φ(b), then the corresponding version space in the
current multicriteria setting is void. We invite the reader to verify that this
situation cannot occur if the condition of Theorem 2 is satisfied.

4 Concluding Remarks and Further Directions

Theorem 2 describes the version space for given local utility functions ϕi : Xi →
L. It still remains an open problem to determine all such local utility functions
for which an interpolating polynomial function exists. Looking for interpolating
polynomials over B, this amounts to solving the system of inequalities c−

I,φ ≤
c+I,φfor the unknown values ϕi (ai). As the following example illustrates, this is
a computationally hard problem, even in the simpler case of quasi-polynomial
functions, where it is assumed that X1 = · · · = Xn = X and ϕ1 = · · · = ϕn = ϕ.

Example 1. We define an instance of our interpolation problem for any finite
simple graph G = (V,E). Let L = {0, 1} be the two-element chain, let X =
V ∪̇ {s, t}, let D = {(u, v) : uv ∈ E}∪{(t, s) , (s, s) , (t, t) , (s, t)}, and let fT (t, s) =
1, fT (s, s) = 0, fT (t, t) = fT (s, t) = 1 and fT (u, v) = 1 for all uv ∈ E. Since
there are only 4 polynomials over L (namely 0, 1, x1 ∧ x2 and x1 ∨ x2), it is
easy to verify that p (ϕ (x1) , ϕ (x2)) interpolates fT if and only if p = x1 ∨ x2,
ϕ (s) = 0, ϕ (t) = 1 and {v ∈ V : ϕ (v) = 1} is a covering set of the graph G.
Hence, already in this simple case, it is an NP-hard problem to describe the
whole version space, as it involves finding all covering sets (in part., all minimal
covering sets) in a graph.



238 M. Couceiro et al.

Despite the above example, the corresponding decision problem (is there
an interpolating pseudo-polynomial?) might be tractable. Also, in some special
cases, such as when all the sets Xi as well as L are finite chains and one considers
only order-preserving local utility functions ϕi : Xi → L (which is the case in
many applications), it might be feasible to construct the full version space. These
problems constitute topics of further research of the authors.
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