
C0-SEMIGROUPS OF HOLOMORPHIC ENDOMORPHISMS

E Banach space, D bounded domain in E

dD :=
[
Carathéodory distance on D

]
, Hol(D) :=

{
holomorphic maps D → D

}
Remark. f ∈ Hol(D) is a dD-contraction. Taylor series: f(a+ v) =

∞∑
n=0

[
Dn

z=af(z)
]
vn.

Cauchy estimates:
∥∥[Dn

z=af(z)
]
vn

∥∥ ≤ diam(D)dist(a, ∂D)−(n+1)∥v∥n.

f locally Lipschitzian, K ⊂⊂ D convex ⇒ Lip
(
f |K

)
≤ diam(D)dist(K, ∂D)−1;

fj→f pointwise =⇒ [Dnfj ]v
n
∣∣
K

→→ [Dnf ]vn
∣∣
K

on compact K ⊂ D, ∀n ∀ v.

Definition. [Φt : t ∈ R+] str.cont.1-prsg (C0-semigroup) in Hol(D) if

Φ0 = Id, Φt+h = Φt ◦ Φh (t, h ∈ R+), t 7→ Φt(x) continuous ∀x ∈ D.

The infinitesimal generator of [Φt : t ∈ R+] is

Φ′ := d
dt

∣∣
t=0+

Φt, dom(Φ′) = {x : ∃ v Φh(x) = x+ hv + o(h)}

Proposition. x ∈ dom(Φ′) =⇒ t 7→ Φt(x) differentiable.

Proof. Φh(x) = x+ hv + o(h) =⇒ Φt+h(x)− Φt(x) = Φt
(
x+ hv + o(h)

)
− Φt(x) =

= h[Dz=xΦ
t(z)]v + o(h) In particular x ∈ dom(Φ′) ⇒ x ∈ dom

(
d
ds

∣∣
s=t+0

Φs
)

for h↘ 0.

For the left-derivatives:

given t > 0 and x ∈ dom(Φ′) with ϕh(x) = x+ hv + wh, wh = o(h) (h↘ 0) we have

[
Φt−h(x)− Φt(x)

]
/(−h) =

[
Φt−h(x)− Φt−h(x+ hv + wh)

]
/(−h) =

=
[
DxΦ

t−h
]
v +

[
DxΦ

t−h
]
(wh/h) +

∑
n>1

hn−1
[
Dn

xΦ
t−h

](
v + wh/h

)n
.

Since {x} is compact,
[
DxΦ

t−h
]
v →

[
DxΦ

t
]
v as h↘ 0.
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By Cauchy estimates, with δ := dist
(
{Φs(x) : 0 ≤ s ≤ t}, ∂D

)
> 0, we have

∥∥[DxΦ
t−h

]
(wh/h)

∥∥ ≤ diam(D)δ−1∥wh/h∥ → 0 (h↘ 0) and

∥∥[Dn
xΦ

t−h
]
(v + wh/h)

∥∥ ≤ diam(D)δn−1∥v + wh/h∥n

implying

∥∥∥∥∑
n>1

hn−1
[
Dn

xΦ
t−h

]
(v + wh/h)

∥∥∥∥ → 0 (h↘ 0). Q. e. d.

Remark. In course of the proof we have seen

d

dt
Φt(x) = Φ′(Φt(x)

)
=

[
DxΦ

t
]
Φ′(x)

(
x ∈ dom(Φ′)

)
.

Corollary. Given x ∈ dom(Φ′), the orbit t 7→ Φt(x) is continuously differentiable. Thus

dom(Φ′) =
{
x ∈ D : t 7→ Φt(x) is continuously diff.

}
.

Proof. Since {x} is compact, the function t 7→
[
DxΦ

t
]
v is continuous for any v ∈ E.

Proposition. The graph of Φ′ is closed.

Let xn ∈ dom(Φ′), vn := Φ′(xn) (n = 1, 2, . . .) and assume xn → x ∈ D, vn → v ∈ E.

Φh(xn)− xn
h

=

∫ h

s=0

[ d
ds

Φs(xn)
]
ds =

∫ h

s=0

[
DxnΦ

s
]
vn ds =

∫ 1

s=0

[
DxnΦ

sh
]
vn ds,

[
Dxn

Φs
]
vn−v =

[
Dxn

Φsh
]
vn−

[
Dxn

Φ0
]
v =

[
Dxn

Φsh
]
(vn−v)+

([
Dxn

Φsh
]
−
[
Dxn

Φ0
])
v.

Since K := {x} ∪ {xn}∞n=1 ⊂ D is compact, [DΦsh]v
∣∣K →→ v = [DΦ0]v

∣∣K for t ↘ 0.

Also
∥∥[Dxn

Φt
]
(vn − v)

∥∥ ≤ M∥vn − v∥ with M := diam(D)dist(K, ∂D)−1. Thus the

functions fn(t) :=
[
DxnΦ

t
]
vn satisfy ∥fn(t) − v∥ ≤ maxz∈K ∥v − DzΦ

t]v∥ + M∥v−v∥.

Hence h−1
(
Φh(x)−x

)
= limn h

−1
(
Φh(xn)−xn

)
=

∫ 1

s=0
fn(sh) ds→ v as h↘ 0. Q. e. d.
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Proposition. Let [Φt : t ∈ R+], [Ψ
t : t ∈ R+] be c0-semigroups of holomorphic D → D

maps with the same generator. Then they coincide on dom(Φ′)
(
= dom(Φ′)

)
.

Proof. For t, s, h ≥ 0 with t ≥ s+ h we have

1

h

[
Φt−(s+h)

(
Ψs+h(x)

)
− Φt−s

(
Ψs(x)

)]
=

=
1

h

[
Φt−(s+h)

(
Ψs+h(x)

)
− Φt−(s+h)

(
Ψs(x)

)]
− 1

h

[
Φt−(s+h)

(
Ψs(x)

)
− Φt−s

(
Ψs(x)

)]
;

1

h

[
Φt−(s+h)

(
Ψs+h(x)

)
− Φt−(s+h)

(
Ψs(x)

)]
=

1

h

∫ 1

u=0

[
d

du
Φt−(s+h)

(
Ψs+uh(x)

)]
=

=

∫ 1

u=0

[
DΨs+uh(x)Φ

t−(s+h)
][ 1
h

d

du
Ψs+uh(x)

]
du =

=

∫ 1

u=0

[
DΨs+uh(x)Φ

t−(s+h)
]
Ψ′(Ψs+uh(x)

)
du

h→0
−−−→

h→0
−−−→

[
DΨs+uh(x)Φ

t−(s+h)
]
Ψ′(Ψs(x)

)
;

1

h

[
Φt−(s+h)

(
Ψs(x)

)
− Φt−(s+h)

(
Ψs(x)

)]
= − 1

h

∫ 1

u=0

[
d

du
Φt−(s+h)

(
Φh

(
Ψs(x)

))]
=

= −
∫ 1

u=0

[
DΨs(x)Φ

t−(s+h)
][ 1
h

d

du
Φuh

(
Ψs(x)

)]
du

h→0
−−−→

h→0
−−−→ −

[
DΨs(x)Φ

t−(s+h)
]
Φ′(Ψs(x)

)
because (y, τ, w) 7→

[
DyΦ

τ
]
w resp. (y, τ, w) 7→

[
DyΨ

τ
]
w are continuous on domains

K × [0, t] × W with compact K ⊂ D (actually K := {Ψs(x) : s ∈ [0, t]}) and compact

balanced W ⊂ E with K+W ⊂ D. It follows d
dsΦ

t−s
(
Ψs(x)

)
= Ψ′(Ψs(x)

)
−Φ′(Ψs(x)

)
=

0 implying that [0, t] ∋ s 7→ Φt−s
(
Ψs(x)

)
is constant. In particular, by considering s = 0

resp. s = t we get Φt(x) = Ψt(x). Qu. e. d.

Open problem. ∃? [Φt : t ∈ R+] nowhere diff. in t?
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HOLOMORPHIC CARATHÉODORY ISOMETRIES OF THE UNIT BALL

Definition. Isoh(D) :=
{
holomorphic dD-isometries

}
.

We write B := {x ∈ E : ∥x∥ < 1} and ∂B := {x ∈ E : ∥x∥ = 1} in the sequel.

The infinitesimal Carathéodory metric of D at a point a ∈ D is

δD(a, v) := d
dt

∣∣
t=0+

dD(a+ tv, a).

Remark. In the case of the unit ball (D = B) we have

dB(0, x) = arth ∥x∥ (x ∈ B) and δB(v) = ∥v∥ (v ∈ E).

Notation. Throughout this section we consider a holomorphic endomorphism Φ ∈ Iso(dB)

leaving the origin fixed: 0 = Φ(0). We write its Taylor series in the form

Φ = Ux+Ω(x) = Ux+
∑∞

n=2 Ωn(x) (x ∈ B).

It is well-known [Vesentini-Franzoni] that the Fréchet derivatives DaΨ = Dz=aΨ(z) : v 7→

d
dζ

∣∣
ζ=0

Ψ(a+ζv) of a holomorphic dD1
→ dD2

isometry Ψ : D1 → D2 between two bounded

domains are (linear) δD1(a, ·) → δD2(Ψ(a), ·) isometries.

In particular U is necessarily an E-isometry: ∥Ux∥ = ∥x∥ (x ∈ E.

Furthermore, since Φ ∈ IsoB, fo any x ∈ B we have

arth ∥x∥ = dB(0, x) = dB
(
Φ(0),Φ(x)

)
= dB

(
0,Φ(x)

)
= arth ∥Φ(x)∥.

Thus Φ maps the spheres ρ∂B = {x : ∥x∥ = ρ} resp. the balls ρB = {x : ∥x∥ < ρ}

(0 ≤ ρ < 1) into themselves.

Question. Under which hypothesis is Φ linear (i.e. Φ = U)?
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Lemma. If range(Φ) ⊂ range(U) then Φ = U .

Proof. By assumption, the map Φ̃ := U−1 ◦ Φ is a well-defined B → B holomophy with

Φ̃(0) = 0 and D0Φ̃ = U−1D0Φ = U−1U = idE. From the classical Cartan’s Uniqueness

Theorem it follows Φ̃ = idB whence the statement is immediate.

Notation. Given a unit vector y∈∂B, we write S(y) :=
{
L∈L(E,C) : 1=⟨L, y⟩=∥L∥

}
for the family of all supporting C-linear functionals of B at its boundary point y.

Lemma. Given x ∈ ∂B along with a vector v ∈ E such that x+∆v ⊂ ∂B, we have∗

⟨
L,Φ

(
ζ(x+ ηv)

)⟩
= 1 (ζ, η ∈ ∆) for all L ∈ S(Ux).

Proof. Let L ∈ S(Ux) and consider the holomorphic map Φx,v : ∆2 → C defined as

Φx,v(ζ, η) := U(x+ ηv) +
∑∞

n=2 ζ
n−1ηnΩn

(
ζ(x+ ηv)

)
(ζ, η ∈ ∆ = {ξ ∈ C : |ξ| < 1}).

Observe that, for any 0 ̸= ζ, η ∈ ∆, we have Φx,v(ζ, η) = ζ−1Φ
(
ζ(x+ ηv)

)
implying

∥Φx,v(ζ, η)∥ = |ζ|−1∥Φ
(
ζ(x+ ηv)

)
∥ = |ζ|−1∥ζ(x+ ηv)∥ = ∥ζ(x+ ηv)∥ = 1.

Thus Φx,v.L : (ζ, η) 7→ ⟨L,Φx,v(ζ, η)⟩ is a holomorphic function on ∆2 with

|Φx,v,L(ζ, η)|≤∥L∥=1 and Φx,v,L(0, 0)= lim
0̸=ζ,η→0

Φx,v,L(ζ, η)=⟨L,Φx,v(0, 0)⟩=⟨L,Ux⟩ = 1.

By the Maximum Principle, Φx,v,L ≡ 1 which completes the proof.

Corollary. ⟨L,Ωn(Uy)⟩ = 0 for all y ∈ ∂B and L ∈ S(Uy).

Proof. Given L ∈ S(Uy) where y ∈ ∂B, for all ζ ∈ ∆ (even with ζ = 0) we have

1 ≡
⟨
L, ζ−1Φ(ζy)

⟩
= Φζ,0 =

⟨
L,Uy +

∞∑
n=2

ζn−1Ωn(Uy)
⟩
. Qu.e.d.

∗ ∆ := {ζ ∈ C : |ζ| < 1} is the unit disc, T := {ζ ∈ C : |ζ| = 1} = ∂∆ is the unit circle.
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Notation. In terms of the Taylor expansion Φ(x) = Ux+
∞∑

n=2
Ωn(x), let

F (ζ, x) := ζ−1Φ(ζx), F (0, x) := Ux (0 ̸= ζ ∈ ∆, x ∈ B).

Remark. F is holomorphic around the origin: F (ζ, x)=Ux+
∞∑

n=1
ζnΩn+1(x); ran(F ) ⊂ ∂B.

Lemma. Let K ⊂ ∂B be a convex subset of the unit sphere. Then the convex hull

Conv
(
F (∆,K)

)
⊂ ∂B.

Proof. Assume x1, . . . , xk ∈ K, ζ1, . . . , ζk ∈ ∆ and consider a convex combination

y :=
k∑

j=1

λjF (ζj , xj) where
k∑

j=1

λj = 1, λ1, . . . , λk > 0. We have to see that y ∈ ∂B.

Consider the points yt :=
k∑

j=1

λjF (e
2πitζj , xj) (t ∈ R).

We have ∥yt∥ ≤ 1 (t ∈ R) since F ranges in the unit sphere. On the other hand

1∫
0

yt dt =
k∑

j=1

λj
1∫
0

[
Uxj +

∞∑
n=1

e2nπitΩn+1(xj)
]
dt =

k∑
j=1

λjUxj = U
k∑

j=1

λjxj .

By assumption x :=
k∑

j=1

λjxj ∈ K implying that ∥Ux∥ = 1 and necessarily ∥yt∥ ≡ 1.

In particular y = y0 ∈ ∂B.

Remark. The map Φ extends holomorphically to some spherical neighborhood of B by a

result of Kaup. We denote the extension also by Φ without danger of confusion.

Corollary. If F is a face of B then Φ(F) is contained in some face of B again.

Proof. We can apply the arguments of the lemma with ζj = 1 and the extended Φ.
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EXAMPLE OF A NON-LINEAR C0-SEMIGROUP OF dB-ISOMETRIES

E complex Banach space

X :=C0(R+,E)=
{
x : R+→E

∣∣∣t 7→x(t) continuous, lim
t→∞

x(t)=0
}
,

∥∥x∥∥=max
t≥0

∥x(t)∥

Lemma. Let
[
φt : t ∈ R+

]
be a C0-semigroup of B(E)-contractions. Then the maps

Φt : B(X) → X (t ∈ R+) defined by

Φt(x) : R+ ∋ τ 7→
[
φt−τ

(
x(0)

)
if 0 ≤ τ ≤ t, x(τ − t) if τ ≥ t

]

form a C0-semigroup of B(X)-isometries.

Proof. Consider any function x ∈ B(X) and any parameter t ∈ R+. The function Φt(x)

ranges in B(X) with lim
τ→∞

Φt(x)(τ) = lim
τ→∞

x(τ − t) = 0. The continuity of Φt(x) on the

intervals [0, t] resp. [t,∞] is immediate by its definition. Hence Φt(x) ∈ X with well-defined

max
τ≥0

∥x(τ)∥ < 1. Given another function y ∈ B(X), we have

∥∥Φt(x)− Φt(y)
∥∥=max

{
max
0≤τ≤t

∥∥φt−τ
(
x(τ)

)
−φt−τ

(
y(τ)

)∥∥,max
σ≥t

∥∥x(σ − t)−y(σ − t)
∥∥} ≤

≤ max
{

max
0≤τ≤t

∥∥x(τ)− y(τ)
)∥∥,max

σ≥t

∥∥x(σ − t)− y(σ − t)
∥∥} ≤

= max
τ≥0

∥∥x(τ)− y(τ)
)∥∥ = ∥x− y∥.

Since trivially

∥∥Φt(x)− Φt(y)
∥∥ ≥ max

σ≥t

∥∥x(σ − t)−y(σ − t)
∥∥} = max

τ≥0

∥∥x(τ)−y(τ)∥∥} = ∥x− y∥,

we conclude that each map Φt is a B(X)-isometry.
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Next we check the semigroup property of [Φt : t ∈ R+]. Let s, t ≥. Then we have

Φs ◦ Φt(x) : τ 7→
[
φs−τ

(
Φt(x)(0)

)
if τ ≤ s, φt(x)(τ − s) if τ ≥ s

]
,

Φs+t(x) : τ 7→
[
φ(s+t)−τ

(
x(0)

)
if τ ≤ s+ t, x

(
τ − (s+ t)

)
if τ ≥ s+ t

]
.

Thus if 0 ≤ τ ≤ s then

Φs ◦ Φt(x)(τ) = φs−τ
(
Φt

(
x(0)

))
= φs−τ

(
φt

(
x(0)

))
=

= φs−τ ◦ φt
(
x(0)

)
= φ(s+t)−τ

(
x(0)

)
= Φs+t(x)(τ).

If s ≤ τ ≤ s+ t then

Φs ◦ Φt(x)(τ) = Φt(x)(τ − s) =τ−s≤t= φt−(τ−s)
(
x(0)

)
=

= φ(s+t)−τ
(
x(0)

)
= Φs+t(x)(τ).

If s+ t ≤ τ then

Φs ◦ Φt(x)(τ) = Φt(x)(τ − s) =τ−s≥t= x
(
(τ − s)− t

)
= Φs+t(x)(τ).

We complete the proof by checking strong continuity, that is that ∥Φt(x) − Φs(x)∥ → 0

whenever s→ t in R+. Recall that the moduli of continuty

Ω(z, δ) := max
|t1−t2|≤δ

∥z(t1)− z(t2)∥, ω(e, δ) := max
|t1−t2|≤δ

∥φt1(e)− φt2(e)∥

of any function z ∈ X resp. any vector e ∈ E are well-defined and converge to 0 as δ ↘ 0.

Let 0 ≤ t1 ≤ t2. Then we have

Φt1(x)− Φt2(x) =

φt2−τ (x(0))− φt1−τ (x(0)) if τ ≤ t1,
φt2−τ (x(0))− x(τ − t1) if t1 ≤ τ ≤ t2,
x(τ − t2)− x(τ − t1) if t2 ≤ τ .
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Therefore

∥Φt1(x)− Φt2(x)∥ ≤


ω
(
x(0), t2 − t1

)
if τ ≤ t1,∥∥φt2−τ

(
x(0)

)
− x(0)

∥∥+
∥∥x(τ − t1)− x(0)

∥∥ ≤
≤ ω

(
x(0), t2 − t1

)
+Ω(x, t2 − t1) if t1 ≤ τ ≤ t2,

Ω(x, t2 − t1) if t2 ≤ τ .

Hence we see the uniform continuity of the function t 7→ Φt(x) with modulus of continuity

δ 7→ ω
(
x(0), δ

)
+Ω(x, δ).

Remark. The conclusion of the above Lemma holds even if E is assumed to be a normed

space and not necessarily a Banach space.

Corollary. If the maps φt are holomorphic then each Φt is a holomorphic dB(X)-isometry

because dB(X)

(
x, y

)
= maxτ≥0 d∆

(
x(τ), y(τ)

)
and the maps φt are dB(E)-contractions.

Remark. It is well-known [Federer, Geometric measure theory?] that, given a continu-

ously differentiable function f : R+ → E where E is a Banach space, we have

d+

dt

∥∥f(t)∥∥ := lim sup
h↘0

[
∥f(t+ h)∥ − ∥f(t)∥

]
/h = sup

L∈S(f(t))

Re
⟨
L, f ′(t)

⟩

in terms of the family of supporting bounded linear functionals

S(y) :=
{
L ∈ E∗ : ∥L∥ = 1, ⟨L, y⟩ = ∥y∥

}
(y ∈ E).

In particular f is non-icreasing whenever Re
⟨
L, f ′(t)

⟩
≤ 0 for any t ∈ R+ and for any

functional L ∈ S(f(t)).

Lemma. Let V : U → E be a bounded continuously differentiable map (regarded as a

vector field) on some open neighborhood U of the closed unit ball B(E) with V (0) = 0
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and let µ ≥ supe1,e2∈B(E)

∥∥V (e1) − V (e2)
∥∥. Then the maximal flow of the vector field

W : B(E) ∋ e 7→ V (e)−µe is a well-defined uniformly continuous one-parameter semigroup

[φt : t ∈ R+] consisting of contractive (non-expansive) self maps of B(E).

Proof. By definition, any flow of W is a family [φt : t ∈ I] of self maps φt : B(E) → B(E)

where I is some (relatively) open subinterval of R+ and, for any point e ∈ B(E), the

fuction I ∋ t 7→ φt(e) is the solution of the initial value problem (∗) d
dtz(t) = W

(
z(t)

)
,

z(0) = e. By writing Ie for the maximal solution of (∗), it is well-known that sup Ie > 0

in any case, furthermore we have limt→sup Ie ∥z(t)∥ = 1 whenever sup Ie <∞.

Let e1, e2 ∈ B(E) and consider the function f(t) := φt(e1)−φt(e2) defined on the interval

Ie1 ∩ Ie2 . Observe that, given any functional L ∈ S
(
φt(e1)− φt(e2)

)
, we have

Re
⟨
L, f ′(t)

⟩
= Re

⟨
L,W

(
φt(e1)

)
−W

(
φt(e2)

)⟩
=

= Re
⟨
L, V

(
φt(e1)

)
− V

(
φt(e2)

)⟩
− µRe

⟨
L,φt(e1)− φt(e2)

⟩
=

= Re
⟨
L, V

(
φt(e1)

)
− V

(
φt(e2)

)⟩
− µ

∥∥φt(e1)− φt(e2)
∥∥ ≤

≤ µ
∥∥φt(e1)− φt(e2)

∥∥− µ
∥∥φt(e1)− φt(e2)

∥∥ = 0.

Hence we conclude that the fuction t 7→ f(t) is decreasing, in particular we have the

contraction property
∥∥φt(e1)− φt(e2)

∥∥ ≤
∥∥φ0(e1)− φ0(e2)

∥∥ =
∥∥e1 − e2

∥∥ for t ∈ Ie1 ∩ Ie2 .

By assumption W (0) = V (0) = 0 implying φt(0) ≡ 0 with I0 = [0,∞) = R+. Hence we

see also that
∥∥φt(e)

∥∥ =
∥∥φt(e)− φt(0)

∥∥ ≤
∥∥e− 0

∥∥ =
∥∥e∥∥ < 1 for all e ∈ B(E) and t ∈ Ie.

This is possible only if sup Ie = ∞. Therefore the maximal flow of W is defined for all

(time) parameters t ∈ R+ and consists of B(E)-contractions φt.
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It is well-known that flows parametrized on R+ are strongly continuous semigroups au-

tomatically. The uniform continuity of in our case is a consequence of the fact that

∥∥φt2(e) − φt1(e)
∥∥ ≤

∫ t2
t1

∥∥ d
dtφ

t(e)
∥∥dt =

∫ t2
t1

∥∥W (
φt(e)

)∥∥dt ≤
∫ t2
t1

4µ dt (0 ≤ t1 ≤ t2),

which shows that ω(e, δ) ≤ 4µδ (e ∈ B(E), δ ∈ R+).

Example. Let E := C with B(E) = ∆ = {ζ ∈ C : |ζ| < 1} and let V (z) ≡ z2.

Since |z21 − z22 | = |z1 − z2| · |z1 + z2| ≤ 2|z1 − z2|, we can apply the above Lemma with

W (z) := z2 − 2z. For the flow [φt : t ∈ R+] of W we obtain the holomorphic maps

φt(z) =
2z(

1− e2t
)
z + 2e2t

(z ∈ ∆, t ≥ 0).

Indeed, the solution of the initial value problem (∗∗) d
dtx(t) = x(t)2 − 2x(t), x(0) = z is

x(t) = 2z/
[(
1 − e2t

)
z + 2e2t

]
as one can check by direct computation. As for heuristics,

we get a real valued solution with real calculus for (∗∗) with initial values −1 < z < 1,

and the obtained formula extends holomorphically to ∆.

Theorem. Given a complex Banach space E, there is a C0-semigroup of non-linear

holomorphic 0-preserving norm and Carathéodory isometries of the open unit ball of the

function space X := C0(R+,E).

Proof. We can apply the construction of the first Lemma with a semigroup [φt : t ∈ R+]

obtained with the construction of the 2nd Lemma with any E-polynomial vector field V .

11



Example. Let E := C and X := C0(R+,C). Then the maps

Φt(x) : R+ ∋ τ 7→

[
2x(0)(

1− e2(t−τ)
)
x(0) + 2e2(t−τ)

if τ ≤ t, x(τ − t) if τ ≥ t

]

form a C0-semigroup of non-linear holomorphic 0-preserving norm and Carathéodory

isometries of the unit ball B(X).

Question. Is any holomorphic norm-isometry of the unit ball of a complex Banach space

automatically a Carathéodory isometry as well?

Analogous construction in E = L(H)

H := L2(R+), ⟨f |g⟩ :=
∫∞
0
f(x)g(x) dx

Stf := [x 7→ f(x− t) if x ≥ t, 0 else] (t ∈ R+, f ∈ H)

(St)∗g = [x 7→ f(x+ t)] (t ∈ R+, g ∈ H)

St lin. non surjective H → H isometry:

(St)∗St = IdH, St(St)∗g = [x 7→ g(x) if x ≥ t, 0 else].

Pt := Pr[0,t]H = [f 7→ 1[0,t]f ], P t := 1− Pt = St(St)∗ = [f 7→ 1(t,∞)f ]

Notation. E := L(H), E0 :=
∪

t>0 Ft where

Ft :=
{
A ∈ E : PtAP t = P tAPt = 0, PtAPt =

∫ t

0
ψ(s) dPs with ψ ∈ C[0, t]

}
,

Λ0 ∈ E∗ lin. functional with norm 1, such that

Λ0(A) := ψ(0) whenever A ∈ Ft with PtAPt =
∫ t

0
ψ(s) dPs, ψ ∈ C[0, t].

Lemma. Λ0 is well-defined.

12



Proof. Immediate from the observations that

1) if 0 < t1 ≤ t2 and A ∈ Ftk with PtkAPtk =
∫ tk
0
ψk(s) dPs then

A ∈ Ft1 with Pt1APt1 =
∫ t1
0
ψk(s) dPs (k = 1, 2);

2) A ∈ Ft with PtAPt =
∫ t

0
ψ1(s) dPs =

∫ t

0
ψ2(s) dPs, ψ1, ψ2 ∈ C[0, t] implies ψ1 = ψ2

due to continuity of the functions ψk.

Definition. Λ :=
[
a Hahn-Banach extension of Λ0 to E with norm 1

]

13



CARTAN TYPE LINEARITY THEOREMS WITH NON-SURJECTIVE MAPS

E Banach space, B its open unit ball, Φ : B → B holomorhic

Assumption. Φ(0) = 0, ∥Φ(x)∥ = ∥x∥ (x ∈ B).

Remark. If Ψ ∈ Iso(dB) and Ψ(0) = 0 then necessarily ∥Ψ(x)∥ = tanh dB
(
Ψ(x), 0

)
=

tanh dB(x, 0) = ∥x∥ (x ∈ B). However, it is not known in general whether Φ ∈ Iso(dB).

This latter holds if E is a JB*-triple.

As for the Taylor series of Φ, we can write

Φ(x) = Ux+
∞∑

n=2

Ωn(x) (x ∈ B)

where each term Ωn is a homogeneous polynomial E → E of n-th degree and

U is a linear isometry of E since

∥Ux∥ = lim
t→0+

∥∥Φ(tx)∥∥ = lim
t→0+

dB tanh dB
(
Φ(tx),Φ(0)

)
=

= lim
t→0+

tanh dB(tx, 0) = lim
t→0+

dB∥tx∥ = ∥x∥.

As an easy consequence of Cartan’s Uniqueness Theorem, if range(Φ) ⊂ UB then necessar-

ily Φ = U |B. Indeed, the mapping Ψ(x) := U−1Φ(x) (x ∈ B) is a well-defined holomorphic

self-map of B with Ψ′(0) = IdE and hence Ψ = IdB with Φ = UΨ = U |B.

On the other hand, there is a rather simple example for a non-linear map Φ satisfying our

assumptions: If we take the classical sequence space E = c0 =
{
(ζ0, ζ1, . . .) : limn ζn = 0

}
with

∥∥(ζn)∞n=0

∥∥ := maxn |ζn| then the mapping Φ(ζ)∞n=0 := (ζ20 , ζ0, ζ1, ζ2, . . .) is clearly a

norm preservig holomorphic self-map of the unit ball.

14



Conjecture. If the underlying space B is reflexive then necessarily Φ = U |B.

We achieved the following result which implies the conjecture for uniformly convex spaces:

Theorem. If we have sup dim
{
faces of B

}
<∞ then Φ = U |B.

Recall that by a face of B we mean a non-empty convex subset of ∂B := {x ∈ E : ∥x∥ = 1}.

A norm exposed face of B is a non empty intersection of a real affine subspace passing

outside the open unit ball with the closed unit ball, i.e. any non-empty set of the form

∩
µ∈M

{
x ∈ E : ∥x∥ = 1 = ⟨µ, x⟩

}
with a family M of norm-one real-linear functionals

E → R. By a norm exposed complex face of B we mean a non empty intersection of

the form
∩

L∈L
{
x ∈ E : ∥x∥ = 1 = ⟨L, x⟩

}
with a family L norm-one complex-linear

functionals E → C. Notice that norm exposed (complex-)faces are automatically convex

subsets of the unit sphere ∂B ab being the intersection of the closed unit ball witt a real

(complex) affine subspace of E.

Given any unit vector x ∈ ∂B, we shall write Sx(B :=
{
L ∈ E∗ : ∥x∥ = ⟨L, x⟩ = 1

}
for

the family of all supporting linear functionals of the unit ball at the point x. By the aid of

these terms we introduce the notations

Facex(B) :=
∩

L∈Sx(B)

{
y ∈ ∂B : Re⟨L, y⟩ = 1

}
, FaceCx (B) :=

∩
L∈Sx(B)

{
y ∈ ∂B : ⟨L, y⟩ = 1

}

for the minimal real resp. complex norm exposed face at the point x.

Lemma. Suppose Ψ : D → E is a holomorphic map from a domain (open connected set)
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D in some Banach space into E such that range(Ψ)
(
= Ψ(D)

)
⊂ ∂B. Then range(Ψ) is

contained in some norm exposed complex face of B.

Proof. Let z0 ∈ D be any point and define x0 := Ψ(z). Given any support linear

functional L ∈ Sx0
(B), we have

|⟨L,Ψ(z)⟩| ≤ ∥L∥∥Ψ(z)∥ = 1 = |⟨L,Ψ(z0)⟩| (z ∈ D).

That is the modulus of the holomorphic scalar valued function LΨ : z 7→ ⟨L,Ψ(z)⟩ assumes

its maximum value (= 1) at the inner point z0 of the (open) domain D. Hence, by the

Maximum Priciple, necessarily LΨ ≡ LΨ(z0) = 1 and therefore range(Ψ) ⊂ {y ∈ ∂B :

⟨L, y⟩ = 1}. By the arbitrariness of the choice for z0 ∈ D, we conclude that range(Ψ) ⊂

∩
z0∈D

∩
L∈SΨ(z0

{y ∈ ∂B : ⟨L, y⟩ = 1} = FaceCΨ(z0)(B).

Corollary. We have FaceCΨ(z0)(B) = FaceCΨ(z1)(B) ⊃ range(Ψ) (z0, z1 ∈ D).

Proof. It suffices to see that SΨ(z0)(B) = SΨ(z0)(B) (z0, z1 ∈ D).

Let z0, z1 ∈ D and L ∈ SΨ(z0)(B). Since LΨ ≡ 1, we have 1 = ⟨L,Ψ(z1)⟩ = ∥Ψ(z1)∥ that is

also L ∈ SΨ(z1)(B). By the arbitrariness of L in SΨ(z0)(B) we see SΨ(z0)(B) ⊂ SΨ(z1)(B).

With the change z0 ↔ z1 in the argument, we get the converse inclusion as well.

Proposition. All the polynomial maps

ΨN,δ : x 7→ Ux+
δ

2
ΩN (x) (|δ| ≤ 1; N = 2, 3, . . .)

are norm-preserving on the closed unit ball B.
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Proof. Let x ∈ ∂B be fixed arbitrarily and consider the holomorphic map

Φx(ζ) := Ux+
∞∑

n=2

ζn−1Ωn(x) (ζ ∈ ∆).

Actually Φx(ζ) := ζ−1Φ(ζx) (0 ̸= ζ ∈ ∆) while Φx(0) := Ux. Let us choose a

supporting (continuous complex-)linear) functional L ∈ S(Ux,B) := {L ∈ E∗ : 1 = ∥L∥ =

|⟨L, x⟩|}. Since ∥Ux∥ = ∥x∥ = 1, this can be done due to the Hahn-Banach Theorem.

Since for ζ ̸= 0 we have ∥Φx(ζ)∥ = |ζ|−1∥Φ(ζx)∥ = |ζ|−1∥ζx∥ = ∥x∥ = 1 implying

|⟨L,Φx(ζ)⟩| ≤ ∥L∥ · ∥Φx(ζ)∥ = 1 = ⟨L,Φx(0)⟩, the absolute value of the holomorphic

function ∆ ∋ ζ 7→ ⟨L,Φx(ζ)⟩ assumes its maximum at tha origin. Thus, by the Schwarz

Lemma, |⟨L,Φx(ζ)⟩| ≡ 1 that is the set Φx(∆)(= {Φx(ζ) : |ζ| < 1}) is contained in the

norm exposed face FaceUx(B) :=
∩

L∈S(Ux,B)

{y ∈ B : ⟨L, y⟩ = 1} at Ux in ∂B. Since

FaceUx(B) is a convex closed subset of E containing the point Ux, even the closed convex

hull of Φx(∆) has the same property

Conv
(
Φx(∆)

)
⊂ FaceUx(B).

In particular, by weighting with any non-negative continuous function λ : ∆→R+ we have ∫
ζ∈∆

λ(ζ) area(dζ)


−1 ∫

ζ∈∆

λ(ζ)Φx(ζ) area(dζ) ∈ FaceUx(B).

Given N and δ as in the statement of the Proposition, consider this relation with the

functions

λm
(
ρeiφ

)
:= ρm

[
1 + δ cos

(
(N−1)φ

)]
(0 ≤ ρ < 1; 0 ≤ φ < 2π; m = 1, 2, . . .).
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Since
∫

ζ∈∆

|ζ|kζn area(dζ) =
1∫

ρ=0

2π∫
φ=0

ρkρneinφ dφ ρdρ =
[
2π/(k+n+2) if n=0, 0 else

]
,

furthermore λm(ζ) = |ζ|m
[
1+(δ/2)|ζ|1−N

(
ζN−1+ζ1−N

)]
and Φx(ζ) = Ux+

∑
n>1

ζn−1Ωn(x),

hence we conclude that

Ux+
δ

2

2π/(m+N + 1)

2π/(m+ 2)
ΩN (x) ∈ FaceUx(B) (m = 1, 2, . . . ; 0 ≤ δ ≤ 1).

By passing to the limit m→ ∞, it follows

Ux+
δ

2
ΩN (x) ∈ FaceUx(B) (∥x∥ = 1; 0 ≤ δ ≤ 1).

Given any 0 ̸= y ∈ B, consider the boundary point x := y/∥y∥ with the constant δ′ :=

∥y∥N−2δ ∈ [0, 1]. We have ∥y∥−1Uy + (δ′/2)∥y∥1−NΩN (y) ∈ FaceUx(B) ⊂ ∂B whence

1 =
∥∥∥∥y∥−1Uy+(δ′/2)∥y∥1−NΩN (y)

∥∥∥ i.e. ∥y∥ =
∥∥∥Uy + (∥y∥2−Nδ′/2)ΩN (y)

∥∥∥ =
∥∥∥Uy +

(δ/2)ΩN (y)
∥∥∥. Qu.e.d.

Lemma. Assume v0, v1, . . . , vn ∈
[
E\ range(U)

]
∪{0} and

n∑
j=0

U jvj ∈ range(Un+1). Then

necessarily v0 = v1 = · · · = vn = 0.

Proof. We proceed by contradiction and let k be the least index with vk ̸= 0 i.e. vk ̸∈

range(U). Then
n∑

j=k

U jvj = Un+1w that is Uk
[
vk+Uvk+1+· · ·+Un−kvv−Un−k+1w

]
= 0

for some w ∈ E. Since U is an isometry, it follows vk+Uvk+1+· · ·+Un−kvn−Un−k+1w = 0

which leads to the contradiction vk = U
[ ∑
ℓ:0<ℓ≤n−k

U ℓ−1vk+ℓ − Un−k
]
∈ range(U).

Lemma. Let P : ∆n → E, P (δ1, . . . , δn) :=
∑

j1,...,jn∈{0,...,K} δ
j1
1 · · · δjnn p[j1,...,jn] with

vector coefficients p[j1,...,jn] ∈ E be a bounded holomorphic map . Then for any constant
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δ ∈ ∆ and for any coefficient multiindex [k1, . . . , kn] ̸= [0, . . . , 0] we have

p0 +
δ

2
p[k1,...,kn] ∈ Conv

(
P (∆n)

)
.

Proof. Notice that given any non-vanishing bounded continuous function λ : ∆n → R+,

(∗)

∫
ξ1+iη1,...,ξn+iηn∈∆

λ(ξ + iη)P (ξ + iη) dξ1 . . . dξn dη1 . . . dηn∫
ξ1+iη1,...,ξn+iηn∈∆

λ(ξ + iη) dξ1 . . . dξn dη1 . . . dηn
∈ Conv

(
P (∆n)

)
.

Let us fix any δ ∈ ∆ and any pair of non-negative multiindices [m1, . . . ,mn], [k1, . . . , kn] ̸=

0 and consider the above relation with the choice

λ
(
ρ1e

iφ1 , . . . , ρne
iφn

)
:=

[ n∏
j=1

ρ
mj

j

]
·
[
2 + δ

n∏
j=1

eikjφj + δ

n∏
j=1

e−ikjφj

]
.

Observe that λ(∆n) ≥ 0 and

λ(δ1, . . . , δn) = 2
n∏

j=1

|δj |mj + δ
n∏

j=1

|δj |mj−kjδ
kj

j + δ
n∏

j=1

|δj |mj+kjδ
−kj

j .

In general, with polar coordinate integration we get∫
δ1=ξ1+iη1∈∆

· · ·
∫

δn=ξn+iηn∈∆

n∏
j=1

|δj |rjδ
sj
j dξ1 . . . dξn dη1 . . . dηn =

=

∫ 1

ρ1=0

· · ·
∫ 1

ρn=0

∫ 2π

φ1=0

· · ·
∫ 2π

φn=0

n∏
j=1

ρ
rj
j ρ

sj
j e

isjφj ρj dφn · · · dφ1 dρn · · · dρ1 =

=

[
(2π)n∏n

j=1(rj + 2)
if s1 = · · · = sn = 0, 0 else

]
.

In particular, for any non-negative multiindex [t1, . . . , tn],∫
δ1=ξ1+iη1∈∆

· · ·
∫

δn=ξn+iηn∈∆

λ(δ1, . . . , δn)
n∏

j=1

δ
tj
j dξ1 . . . dξn dη1 . . . dηn =

=

∫
· · ·

∫
δj=ξj+iηj∈∆

[
2

n∏
j=1

|δj |mjδ
tj
j +δ

n∏
j=1

|δj |mj−kjδ
tj+kj

j +δ
n∏

j=1

|δj |mj+kjδ
tj−kj

j

]
dξ1 · · · dηn =

=
[ 2 · (2π)n∏n

j=1(mj + 2)
if t = 0

]
+
[ (2π)nδ∏n

j=1(mj + kj + 2)
if t = k, 0 else

]
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Since the Taylor series of P coverges locally uniformly, it follows that

∫
ξ1+iη1,...,ξn+iηn∈∆

λ(ξ + iη) dξ1 . . . dξn dη1 . . . dηn =
2 · (2π)n∏n
j=1(mj + 2)

and ∫
ξ1+iη1,...,ξn+iηn∈∆

λ(ξ + iη)P (ξ + iη) dξ1 . . . dξn dη1 . . . dηn =

=
2 · (2π)n∏n
j=1(mj + 2)

p[0,...,0] +
(2π)nδ∏n

j=1(mj + kj)
p[k1,...,kn].

Hence and from (∗) the statement of the Lemma is immediate by passing to the limits

m1, . . . ,mn → ∞.

Lemma. Given any index N > 1, for any unit vector x ∈ ∂B we have

(∗) (∆/2)Un−kΩN

(
Ukx) ⊂ FaceUn+1x(B) (0 ≤ k ≤ n = 0, 1, . . . , n).

Proof. We proceed by induction on n. The case n = 0 is immediate by the Proposition.

Assume that (∆/2)Un−kΩN

(
Ukx) ⊂ FaceUn+1x(B) (x ∈ ∂B) holds for some (k, n).

Since U is a (complex-)linear E-isometry, it follows

(∆/2)Un+1−kΩN

(
Ukx)=U

[
(∆/2)Un+1−kΩN

(
Ukx)

]
⊂U

[
FaceUn+1x(B)

]
⊂FaceUn+2x(B).

On the other hand, by replacing x with Ux, we get

(∆/2)Un−kΩN

(
Uk+1x)=(∆/2)Un−kΩN

(
Uk(Ux))⊂FaceUn+1(Ux)(B)=FaceUn+2x(B)

which completes the induction argument and hence the proof.

Proof of the Theorem. We show that the assumption Ω ̸≡ 0 leads to contradction.
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Assume there is a homogeneous polynomial ΩN ̸≡ 0 (with N > 1) in the Taylor expansion

of Ω. It is well-known that then the set N (ΩN ) :=
{
x ∈ E : ΩN (x) = 0

}
is nowhere dense

in E. Since U is an isometry, also all the sets
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CASE OF JB*-TRIPLES WITH FINITE RANK

(E, {. . .}) is a JB*triple with rank(E) = r <∞ in this section.

Remark. E is reflexive and is a finite ℓ∞-direct sum of finitely many Cartan factors of

which only the types L(H1,H2) and Spin factors can be infinite dimensional [Kaup, 1981].

By [Edwards-Rüttiman] or [Peralta-Stachó], the norm exposed faces of the unit ball B are

in a natural one-to-one correspondance with the tripotents of E as being of the form

Face(B, e) =
{
y ∈ ∂B : ⟨L, y⟩ = 1 for all L ∈ S(e)

}
=

=
{
e+ v : v ⊥Jordan e, ∥v∥ ≤ 1

}
(e ∈ Trip(E)).

Lemma. Let a, b ∈ ∂B be unit vectors such that ∥αa+βb∥ = max{|α|, |β|} (α, β ∈C).

Then

a = e+ a0, a0, b ⊥Jordan e, b = f + b0, b0, a ⊥Jordan f, e ⊥Jordan f

with suitable tripotents e, f ∈ Trip(E) and vectors a0, b0 ∈ B.

Proof. Since a, b ∈ ∂B, we have

a ∈ Face(B, e), a = a0 + e, a0 ⊥Jordan e resp. b ∈ Face(B, f), b = b0 + e, b0 ⊥Jordan f

with suitable tripontents e, f and vectors a0, b0 ∈ B. By assumption ∥a+βb∥ = 1 whenever

|β| ≤ 1. That is the disc a+∆b = a+ a0 +∆b is also contained in the face Face(B, e) of

the point a. Similarly (with the chages a ↔ b, e ↔ f, a0 ↔ b0), b + ∆a ⊂ Face(B, f). It

follows

e ⊥Jordan b = f + b0, f ⊥Jordan a = e+ a0
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implying (with the standard notation L(x, y) : z 7→ {xy∗z})

L(e, f + b0) = L(f + b0, e) = 0 i.e. L(e, f) = −L(e, b0), L(f, e) = −L(b0, e);

L(f, e+ a0) = L(e+ a0, f) = 0 i.e. L(f, e) = −L(f, a0), L(e, f) = −L(a0, f);

L(e, f) = −L(e, b0) = −L(a0, f), L(f, e) = −L(f, a0) = −L(b0, e).

Since a0 ⊥Jordan e, hence we get

−L(f, e)e = −L(f, a0)e = {fa0e} = {ea0f} = L(e, a0)f = 0

which means the Jordan-orthogonality {fee} = 0 of the tripotents e, f . Qu.e.d.

Corollary. If a1, . . . , ar ∈ E have the property

∥∥∥∥ r∑
k=1

αkak

∥∥∥∥ =
r

max
k=1

|αk| (α1, . . . , αm ∈ C),

then necessarily a1, . . . , ar are pairwise Jordan-orthogonal tripotents.

Proof. Recall that r = rank(E) is the maximal number of pairwise Jordan-ortogonal

non-zero vectors in E. By the previous lemma, we can write

ak = ek + ak0, ak ⊥Jordan ej (j ̸= k)

with a maximal Jordan-orthogonal family of tripotents {e1, . . . , er} and suitable vectors

a10, . . . , ar0 ∈ B such that ak0 ⊥Jordan ek (k = 1, . . . , r). The property ak ⊥Jordan ej (j ̸=

k) along with the maximality of {e1, . . . , er} implies that, for any index k, necessarily

ak ∈ Cek and hence even ak = εkek ∈ Trip(E) with |εk| = 1 (because ∥ak∥ = 1). Qu.e.d.

Theorem. The 0-preserving holomorphic Carathéodory isometries of the unit ball of a

JB*-triple of finite rank are linear triple product homomorphisms.
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Proof. Let (E, {. . .}) be a JB*-triple with rank r < ∞ and let Φ = U + Ω ∈ Iso(dB)

with U := D0Φ and Ω(0) = 0. According to the results of the previous section, the

linear term U is a E-isometry. Consider a maximal family x1, . . . , xr ∈ Trip(E) of pairwise

orthogonal tripotents. It is well-known that ∥
∑r

k=1 αkxk∥ = maxrk=1 |αk| (α1, . . . , αr ∈ C)

in this case. Thus the vectors ak := Uxk satisfy the hypothesis of the Lemma and its

Corollary, giving rise to the conclusion that Ux1, . . . , Uxr form also a maximal family

of (minimal) tripotents in E. Therefore (by Kaup’s description of the extreme points of

B), all the vectors uζ1,...,ζr :=
∑r

k=1 ζkUxk with |ζk| = 1 are extreme points of B with

Face(B, uζ1,...,ζr ) =
{
uζ1,...,ζr

}
. According to the last corollary of the previous section,

Ω(uζ1,...,ζr ) =
∞∑

n=0
Ωn(uζ1,...,ζr ) ∈

∩
L∈S(uζ1,...,ζr )

ker(L) = {0} implying even Ω

(
r∑

k=1

ζkUxk

)
= 0

for |ζ1|, . . . , |ζr| ≤ 1. Since every point of the ball B is a finite linear combination of

extreme points (because E is of finite rank), necessarily Φ = U |B is a linear isometry.

Observe that range(U) is a subtriple of E: if y = Ux then x =
r∑

k=1

ζkek with suitable

orthogonal min tripotens ek; by the lemma, also fk := Uek are orthogonal tripotens and

hence {yy∗y} =
{
(
∑

k ζkfk) (
∑

k ζkfk)
∗
(
∑

k ζkfk)
}
=

∑
k |ζk|2ζkfk ∈ UE.

It is well-known [Kaup, Horn] that linear isometries between JB*-triples are triple product

homomorphisms.

Lemma. An endomorphism U ∈ L(E) of the triple product maps Cartan factors of E

into Cartan factors.
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Proof. First observe that any minimal tripotent (atom) e of E is mapped into a minimal

tripotent by U and Ue belongs to some Cartan factor of E. Indeed, we can find a maximal

Jordan-orthogonal system e1, . . . , er (where r = rank(E)) of minial tripotents with e = e1.

The vectors Uek form again a maximal Jordan-orthogonal system of (necessarily minimal)

tripotents by the definition of rank(E). The stetement follows hence because the factor

components of any tripotent form a Jordan-orthogonal system of tripotents.

Let F be a Cartan factor of E and consider two minimal tripotents in e1, e2 ∈ F. It suffices

to see that Ue1 and Ue2 belong to the same Cartan factor of E. Suppose the contrary.

Then we wotld have Ue1 ∈ F1 ⊥ JordanF2 ∋ Ue2 with some Cartan factors F1 ̸= F2.

However, even if e1 ⊥Jordan e2, there exists a minimal tripotent f ∈ F with f ̸⊥Jordan e1, e2.

(this can be seen elementarily, knowing the structures of Cartan factors) and the relations

lead to the contradiction Uek ̸⊥Jordan Uf implying Uek, f ∈ Fk (k = 1, 2).

Corollary. Given a strongly continuous one-parameter family (not necessarily semigroup)

[Ut : t ∈ R+] of linear maps in Iso(dB) (thus necessarily {. . .}-homomorphisms), there

exists ε > 0 such that UtF t ∈ [0, ε] for every Cartan factor of E.

Proof. E is a finite Jordan-orthogonal direct sum of its Cartan factors. Let F be any

of them and consider any minimal tripotent (0 ̸=)e ∈ F. Since each Ut is a {. . .}-

homomorphism, the vectors Ute are minimal tripotents. By assumption Ute → e = U0e

(t ↘ 0). Therefore there exists εF,e > 0 with Ute ̸⊥Jordan e (t ∈ [0, εF,e]). Proof:
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{[Ute][Ute]e} → {eee} = e ̸= 0 as t ↘ 0. As we have noticed, non-orthogonal minimal

tripotents belong to the same Cartan factor. In particular Ute ∈ F (t ∈ [0, εF,e]). Since

each Ut maps Cartan factors into Cartan factors, hence also UtF ⊂ F (t ∈ [0, εF,e]).

Qu.e.d.

Question. Can we extend the arguments to ℓ∞-sums of finite rank Cartan factors?

Counter-example. E :=c0

(
=
{
(ζ0, ζ1, . . .) : C ∋ ζn → 0

})
,
∥∥(ζ0, ζ1, . . .)∥∥ := maxn |ζn|

with dB
(
(ζ0, ζ1, . . .), (η0, η1, . . .)

)
= maxn d∆(ζn, ηn).

Let Φ(ζ0, ζ1, . . .) := (ζ20 , ζ0, ζ1, . . .).

Clearly Φ : B → B holomorphically, with Φ(0) = 0. Since ζ 7→ ζ2 is d∆-contractive,

dB
(
Φ(ζ0, ζ1, . . .),Φ(η0, η1, . . .)

)
= max

{
d∆(ζ

2
0 , η

2
0),max

n
d∆(ζn, ηn)

}
=

= max
n

d∆(ζn, ηn) = dB(ζ0, ζ1, . . .), (η0, η1, . . .)
)
.

Non-commutative version. E := L(H), {e0, e1, . . .} orthn.basis in H,

Φ(x) := (pxp)2 + uxu∗ where u : e0 7→ e1 7→ · · · unilateral shift, p := ProjCe0 .

Φ(x) is reduced by the subspace K := Spann>0en

i.e. pxp : Ce0 = K⊥ → K⊥, K → 0 and uxu∗ : K → K, K⊥ → 0.

It follows ∥Φ(x)∥ = max{∥(pxp)2∥, ∥uxu∗∥} = ∥x∥.

Matrix form (wrt. [ek]
∞
k=0): for x :=

[
ξk,ℓ

]∞
k,ℓ=0

, Φ(x) =


ξ200 0 0 · · ·
0 ξ00 ξ01 · · ·
0 ξ10 ξ11 · · ·
...

...
...

. . .

 .
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MÖBIUS TRANSFORMATIONS

Definition. The Möbius transformations are maximal holomorphic continuations

of holomorphic automorphisms of the unit ball B of a JB*-triple (E, {. . .})

Φ ∈ Aut(B) extends holomorphically to a neighborhood of B.

Canonical form [Kaup MathZ. 1983]: Φ =Ma ◦ U

Ma(x) = a+Bergman(a)1/2[1 + L(x, a)]−1x, U surj.lin E-isom.

Faces: If E JBW*-triple and F is a (norm-exposed) face of ∂B then

∃ e TRIP in E F =
{
x ∈ ∂B : x− e ⊥ e

}
=

{
Mc(e) : c ⊥ e, ∥c∥ ≤ 1

}
.

Tripotents: e = {eee} ∈ ∂B

Möbius equivalence: Φ ∼ Ψ if ∃Θ Möbius trf. with Ψ = Θ ◦ Φ ◦Θ

Definition. In general, Isoh(D) :=
{
holomorphic dD-isometries

}
.

Remark. [Vesentini, 1980] ⇒
{
Θ|B : Θ Möbius trf.

}
= {Φ ∈ Isoh(B) : ϕ(B) = B

}
Proposition. The 0-preserving holomorphic Carathéodory isometries Θ of B are linear

provided range(Θ) ⊂ range
(
Dz=0Θ(z)

)
.

Proof. Let Θ := U + Ω ∈ Isom(dB) where U is linear and Ω is holomorphic with Taylor

series Ω(x) =
∑∞

n=2 Ωn(x, . . . , x︸ ︷︷ ︸
n

) around 0. For any vector v ∈ B we have dB(0, v) =

artanh∥v∥ and dB(0, v) = dB(0,Θ(v)) implying ∥v∥ = ∥Θ(v)∥. Hence, for any v ∈ E with

t↘ 0 we get

∥v∥ = t−1∥tv∥ = t−1∥U(tv)+Ω(tv)∥ = ∥t−1U(tv)+ t−1Ω(tv)∥ = ∥Uv+ t−1o(t2)∥ = ∥Uv∥.
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Since range(Θ) ⊂ range(U), the mapping Ψ := U−1Θ is a well-defined holomorphic 0-

preserving Carathéodory isometry of B with Dz=0Ψ(z) = U−1U = 1(= idE). According

to Cartan’s Uniqueness Theorem, Ψ = idB.

Remark. Isoh(B) ⊃
{
Ma ◦U : a ∈ B, U lin. E-isom.

}
since both Möbius transforma-

tions and linear isometries are dB-preserving.

Remark. If V is a linear E-isometry and a ∈ B then

V ◦Ma =MVa
◦M−1

V a ◦ V ◦Ma︸ ︷︷ ︸
0 7→0

=MVa
◦ U with the linear E-isometry

U := Dz=0

[
M−1

V a ◦ V ◦Ma

]
=

[
Dz=0MV a(z)

]−1
V
[
Dz=0Ma(z)

]
=

= Bergman(V a)−1/2V Bergman(a)1/2.
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C0-SEMIGROUPS IN Isoh(dB) FOR REFLEXIVE JB*-TRIPLES

Assumption 0:

We consider strongly cont. 1-pr.semigroups

[Φt : t ∈ R+], Φt =Ma(t) ◦ Ut, Ut : E → E lin. isometry, such that

(1) dom(Φ′) ∩B ̸= ∅ or (up to Möbius equ.) 0 ∈ dom(Φ′), t 7→ a(t) diff.

Lemma. x ∈ dom(Φ′) ⇐⇒ t 7→ Utx diff.
(
Uhx ∈ dom(Φ′)

)
.

Proof. Utx =M−a(t) Φt︸︷︷︸
Ma(t)◦Ut

(x). (a, z) 7→Ma(z) real-anal.

Mc+hv+o(h)(u+ hw + o(h)) =

= (c+hv+o(h))+B(c+hv+o(h))1/2
(
1+L(u+hw+o(h), c+hv+o(h))

)−1
(u+hw+o(h)) =

=Mc(u)− h(L(w, c) + L(u, v))u+ h
(
1 + L(u, c)

)−1
w + o(h).

Assumption 1: Hencforth (E, {. . .}) is a reflexive JB*-triple.

Remark. Reflexive JB*-triples are finite direct sums of copies of spin factors, L(H1,H2)

spaces with dim(H2) <∞ and some finite dimensional Cartan factors.

(?) A str.cont. family [Vt : t ∈ R+] with V0 = id of lin. isometries E → E maps each

factor into itself.

Lemma. The linear isometries of a spin factor E are necessarily JB*-endomorphisms.

Proof. This is contained implicitly in [Apazoglou-Peralta, Quart. J. Math. 65 (2014),

485–503] (even for real setting). Actually there is a simple geometric argument based on

the well-known facts [Neher, Edwards] that
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1) any v ∈ E is a real-linear combination of an orthogonal couple of minimal tripotens,

and the JB*-subtriple C0(v) generated by v is their (C)-linear span.

2) e ∈ E is a minimal tripotent iff e = a+ ib with a, b∈Re(E), ⟨a|b⟩=0, ⟨a⟩2=⟨b⟩2=1/2,

2′) e, f is an orthogonal couple of minimal tripotens iff

e=a+ib, f=a−ib with a, b∈Re(E), ⟨a|b⟩=0, ⟨a⟩2=⟨b⟩2=1/2,

3) the (norm exposed) faces of B are either extreme points or 1-dimensional closed discs

of the form F={e+ζf : |ζ|≤1} with an orthogonal couple of minimal tripotens.

Thus, given an isometry U ∈ L(E), by 1), it suffices to see that the U preserves the linear

spans of orthogonal couples of minimal tripotents. Let e, f be an orthogonal couple of

minimal tripotents and consider the face F := {e + ζf : |ζ| ≤ 1}. Since U is a linear

isometry, UF is a 1-dimensional disc with radius 1 in the unit sphere ∂B. Thus, according

to 3), UF is also a face of B and therefore UF = {ẽ + ζf̃ : |ζ| ≤ 1} for some orthogonal

couple of minimal tripotents ẽ, f̃ . The middle point e of F is mapped into the middle point

of UF whence necessarily ẽ = Ue. On the other hand, f̃ = (ẽ+ f̃)− ẽ ∈ F−F ⊂ range(U).

Hence the statement is immediate. Qu.e.d.

Proposition. The the factor preserving linear isometries E → E of any reflexive JB*-

triple E are JB*-homomorhisms.

Proof. 1) The linear isometries of finite dimensional factors are surjective and hencwe

necessarily automorphisms of the triple product.
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2) [Vesentini 1994] established that, for E = L(H1,H2) with dim(H2) < ∞ we have

Iso(dB) ∩ {L|B : L ∈ E} =
{
[X 7→ uXv] : u, v linear isometries

}
.

3) The case of spin factors is setteled by the previous Lemma. Qu.e.d.

Corollary. dom(Φ′) is closed with respect to the Jordan-prod. {. . .}

Proof. x, y, z ∈ dom(Φ′) ⇒ t 7→ Ut{xyz} = {(Utx)(Uty)(Utz)} diff.

Remark: In particular dom(Φ′) =
[
Jordan subtriple

]
∩B and {Φt(0) : t ∈ R} ⊂ dom(Φ′).

Lemma. x ∈ dom(Φ′) =⇒ Uhx ∈ dom(Φ′ (h ∈ R).

Proof. Uhx ∈ dom(Φ′ ⇐⇒ t 7→ UhUtx diff.

Φt+h(x) = Φt ◦ Φh(x) =Ma(t) ◦ Ut ◦Ma(h) ◦ Uhx =U◦Ma◦U−1=MUa

=Ma(t) ◦MUta(h) ◦ UtUhx.

UtUhx =M−Uta(h) ◦M−a(t) ◦ Φt+h(x), a(h) ∈ dom(Φ′) ⇒ t 7→ Uta(h) diff.

t 7→ Φt diff., t 7→ a(t) diff., (a, b) 7→Ma ◦Mb real-anal. ; =⇒ t 7→ UtUhx diff.

Notation: D := dom(Φ′) closure in E, F := Span(D)

Proposition. We have seen: F closed JB∗-subtriple in E, D = Ball(F),{
Ut|F : t ∈ R

}
⊂ Aut(F, {. . .}),

{
Ma(t)|D : t ∈ R

}
⊂ Authol(D).

Remark. In case of groups [Φt : t ∈ R],

[Φt]−1 = Φ−t ⇐⇒ U−1
t M−a(t) =Ma(−t) ◦ U−t

⇐⇒ M−U−1
t a(t) ◦ U

−1
t =Ma(−t) ◦ U−t

⇐⇒ U−1
t = U−t and −U−1

t a(t) = a(−t).

Lemma. F⊥ Jordan = 0.
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Proof. Given Φt =Ma(t) ◦Ut, we haveMa(t)|F∩B = id and Ut : F → F for every t ∈ R+.

Hence Ut+h|F = [Ut|F] ◦ [Uh|F] (t, h ∈ R+). Thus [Ut|F : t ∈ R+] is a str.conr. 1-pr.

semigroup and, by the Hille-Yosida theorem, the generator Φ′|F = U ′|F is dense in F. By

definition, Φ′|F = {0}, which is possible only if F = {0}.
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STR.CONT.1-PRSG. WITH COMMON FIXED POINT

Assumption 2 (without loss of generality for reflexive E):

(2) e = Φt(e) ∀ t ∈ R+ common fixed point

Λt := DeΦ
t
(
: z 7→ d

dt

∣∣
t=0

Φt(e+ tz)
)

Fréchet derivative

Λtz = (2πi)−1
∫
|ζ|=1

ζ−1Φt(e+ ζz)dζ with z ∈ B, dom
(
Ma(t)

)
⊃ 2B.

[Λt : t ∈ R] str.cont.1prg LIN Z := dom(Λ′) dense lin. in E

Φ =MaU (=Ma ◦ U) t FIX, w := w(z) = Φ(z)− e

w + e = Φ(e+ z) =Ma(Uz + Ue)

w + e = a+B(a)1/2[1 + L(Ue+ Ue, a)]−1(Uz + Ue)

[1 + L(Uz + Ue, a)]B(a)−1/2(w + (e− a)) = Uz + Ue

Φ(e) = e ⇐⇒ [1 + L(Ue, a)]B(a)−1/2(e− a) = Ue

[1 + L(Uz + Ue, a)]B(a)−1/2(w + (e− a))− [1 + L(Ue, a)]B(a)−1/2(e− a) = Uz

[1 + L(Uz + Ue, a)]B(a)−1/2w + L(Uz, a)B(a)−1/2(e− a) = Uz

w = B(a)1/2[1 + L(Uz + Ue, a)]−1[Uz − L(Uz, a)B(a)−1/2(e− a)]

Φ(z + e)− e = w = (Az +B)−1Cz

Az = L(Uz, a)B(a)−1/2, B = [1+L(Ue, a)]B(a)−1/2, C = U +L(U•, a)B(a)−1/2(a− e)

Λz = DeΦ = d
dz

∣∣
z=0

(Az +B)−1Cz = B−1Cz

Proposition. As a consequence, under hypothesis (0)+(3) we have

Φt(z + e)− e = B(at)
1/2[1 + L(Utz + Ute, at)]

−1[Utz + L(Utz, at)B(at)
−1/2(at − e)],
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Λtz = B(at)
1/2[1 + L(Ute, at)]

−1[Utz + L(Utz, at)B(at)
−1/2(at − e)].

Λte = B(at)
1/2[1 + L(Ute, at)]

−1[Ute+ L(Ute, at)B(at)
−1/2(at − e)]

Proposition =⇒ 1) t 7→ Utz diff. ⇒ t 7→ Λtz diff.

2) t 7→ Λtz diff. ⇒ t 7→ Utz diff. at 0

Proof:

[1 + L(Ute, at)]B(at)
1/2Λtz = Utz + L(Utz, at)B(at)

−1/2(at − e)

Utz = [1 + L(Ute, at)]B(at)
1/2Λtz − L(Utz, at)B(at)

−1/2(at − e)

Suppose z ∈ dom(Λ′) i.e. d
dt

∣∣
t=0+

Λt exits and

Λtz = z + tz′ + o(t) (t↘ 0) for some z′ ∈ E

We know also: Ute = e+ te′ + o(t), at = ta′ + o(t), Utz = z + o(1)

Thus

Utz =
[
1 + L

(
e+ te′ + o(t), ta′ + o(t)

)][
1 + o(t)

](
z + tz′ + o(t)

)
−

−L
(
z + o(1), ta′ + o(t)

)[
1 + o(t)

](
ta′ + o(t)− e

)
=

= z + tL
(
z, a′)z + tL

(
z, a′

)
e+ o(t)

[
Id + L

(
e+ te′ + o(t), ta′ + o(t)

)][
Id + o(t)

](
z + tz′ + o(t)

)
=

= Utz + L
(
z + o(1), a+ ta′ + o(t)

)[
Id + o(t)

]
(ta′ − e)[

1 + L
(
e+ te′, ta′

)](
z + tz′

)
+ o(t) = Utz + L(z + o(1), ta′)(ta′ − e) + o(t)[

1 + tL
(
e, a′

)
+ t2L

(
e′, a′

)](
z + tz′

)
+ o(t) =

= Utz + t2L(z, a′)a′ + tL(o(t), a′)− tL(Utz, a
′)e+ o(t)
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z + tz′ + tL
(
e, a′

)
z + o(t) = Utz − tL(Utz, a

′)e+ o(t)

Assumption 3:

(3) e ∈ Z = dom(Λ′), t 7→ Λte diff.

Remark. We intend to see: (0) + (2) ⇒ (3) up to Möbius equiv.

Λte = B(at)
1/2[1 + L(Ute, at)]

−1[Ute+ L(Ute, at)B(at)
−1/2(at − e)]

e FIXP (2): e = Φt(e) =Mat
(Ute) = at +B(at)

1/2[1 + L(Ute, at)]
−1Ute

Λte = e− at +B(at)
1/2[1 + L(Ute, at)]

−1L(Utz, at)B(at)
−1/2(at − e) =

= B(at)
1/2

{
− 1 + [1 + L(Ute, at)]

−1L(Utz, at)
}
B(at)

−1/2(at − e) =

= B(at)
1/2[1 + L(Ute, at)]

−1
{
− 1− L(Utz, at) + L(Utz, at)

}
B(at)

−1/2(at − e) =

= B(at)
1/2[1 + L(Ute, at)]

−1B(at)
−1/2(e− at)

Another formula for Λte:

Φt(e) = e =⇒ e = at +B(at)
1/2[1 + L(Ute, at)]

−1Ute

at − e = −B(at)
1/2[1 + L(Ute, at)]

−1Ute

Λte =

= B(at)
1/2[1+L(Ute, at)]

−1[Ute+L(Ute, at)B(at)
−1/2(−B(at)

1/2)[1+L(Ute, at)]
−1Ute] =

= B(at)
1/2[1 + L(Ute, at)]

−1[1− L(Ute, at)[1 + L(Ute, at)
−1]Ute =

= B(at)
1/2[1 + L(Ute, at)]

−2Ute

since 1− L(1 + L)−1 = (1 + L)−1[(1 + L)− L] = (1 + L)−1.

Question: (3) ⇒? (2) t 7→ Λte diff. ⇒? t 7→ at diff.
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Ute =M−1
at

(e) =M−at
(e)

(
= −at +B(at)

1/2[1− L(e, at)]
−1e

)
Define: F (a) := B(a)1/2[1 + L(M−a(e), a)]

−1B(a)−1/2(e− a)

Proposition. (2)+(3) ⇒dom(Φ′) =
[
dense Jordan subtriple ∩B

]
.

Proof. F real-analytic, Λte = F (at).

Lemma 1. (2) + (3) ⇒ 0 ∈ dom(Φ′).

Proof 1: For a→ 0 we have

B(a) = 1− 2L(a, a) +Q2
a = 1 +O(∥a∥2) = 1 + o(∥a∥) wrt. norm in L(E)

B(a)±1/2 = 1 + o(∥a∥)

M−a(e) = −a+B(a)1/2[1− L(e, a)]−1e = −a+ [1− L(e, a)]−1e+ o(∥a∥) =

= −a+ [1 + L(e, a)]e+ o(∥a∥) = −a+ {eae}+ o(∥a∥)

F (a) = [1 + L(M−a(e), a)](e− a) + o(∥a∥) =

= [1 + L(−a+Qea, a)](e− a) + o(∥a∥) = e− a+ o(∥a∥)

Implicit Funct. Thm. =⇒ F is invertible real-analytically in a nbh. of a = 0

t 7→ at = Φt(0) diff. at t = 0 =⇒ t 7→ at diff. Q.e.d.

Strategy. Assume c ∈ B, V ∈ L(E) unitary. Let

Θ :=Mc ◦ V , Φ̃t := Θ−1 ◦ Φt ◦Θ,

ãt := Φ̃t(0), ẽ := Θ−1(e), Λ̃t := D
ẽ
Φ̃t : v 7→ d

ds

∣∣
s=0

Φ̃t(ẽ+ sv).

We know: t 7→ ãt diff. ⇐⇒ t 7→ Λ̃tẽ diff. Try to find a suitable Θ with

t 7→ Λ̃tẽ diff. so that we have properties (2),(3) for [Φ̃t : t ∈ R+],
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on the basis of the fact that dom(Λ′) is a dense linear submanifold in E.

Lemma 2: t 7→ Λ̃tẽ diff. ⇐⇒ [DMc(e)]M−c(e) ∈ dom(Λ′).

Thus, if [DMc(e)]M−c(e) ∈ dom(Λ′) for some c ∈ B then [Φt : t ∈ R+] is Möbius equivalent

to str.cont.1pr. semigroup [Φ̃t : t ∈ R+] with Fix[Φ̃t : t ∈ R+] ̸= ∅ and t 7→ Φ̃t(0) diff. and,

in particular, dom(Φ′) dense in the ball B, which completes the proof of the Proposition.

Proof 2: Φ̃t(ẽ) = Θ−1ΦtΘ(Θ−1(e)) = Θ−1Φt(e) = ẽ

Λ̃t = D
ẽ
Φ̃t = DΘ−1(e)

[
Θ−1ΦtΘ

]
=chain rule

=
[
D

ΦtΘ(ẽ)
Θ−1

][
D

Θ(ẽ)
Φt

][
D

ẽ
Θ
]

Θ : ẽ 7→ e, Θ−1 : e 7→ ẽ, D
ẽ
Θ =

[
DeΘ

−1
]−1

D
Θ(ẽ)

Φt = DeΦ
t = Λt, D

ΦtΘ(ẽ)
Θ−1 = DΦt(e)Θ

−1 = DeΘ
−1

Λ̃t =
[
DeΘ

−1
]
Λt

[
DeΘ

−1
]−1

=
[
V −1DeM−c

]
Λt

[
V −1DeM−c

]−1

Λ̃tẽ = V −1[DeM−c]Λ
t[DeM−c]

−1V V −1M−c(e) = V −1[DeM−c]Λ
t[DeM−c]

−1M−c(e)

[DeM−c]
−1 =[DpF ]−1=DF (p)F

−1

= DM−c(e)Mc

Hence Λ̃tẽ = [LINOP]Λt[DM−c(e)Mc]M−c(e) ⇒ statement Qu.e.d.

Remark. Analogously as the underlined formula for Λte was obtained, we get

[DM−c(e)Mc]M−c(e) = [DfMc]f = d
ds

∣∣
s=0

Mc(f + sf) = d
ds

∣∣
s=1

Mc(sf) =

= d
ds

∣∣
s=1

{
c+B(c)1/2[1 + L(sf, c)]−1sf

}
= B(c)1/2[1 + L(f, c)]−2f =

= B(c)1/2[1 + L(M−c(e), c)]
−2M−c(e)

Since dom(Λ′) is dense in E, if the Fréchet derivative DcG(c) =
[
v 7→ d

ds

∣∣
s=0

G(c + sv)
]
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with G(c) := B(c)1/2[1 + L(M−c(e), c)]
−2M−c(e) is an invertible operator for some c ∈ B

then ran(G) ∩ dom(Λ′) ̸= ∅ implying that [Φt : t ∈ R+] is Möbius equivalent to some

str.cont. 1pr.sg. with properties (2)+(3)

Corollary. We have

0 ∈ dom(Φ′) ⇐⇒ ∃ e ∈ Fix(Φ) e ∈ dom[DeΦ︸︷︷︸
Λ

]′ ⇐⇒ ∀ e ∈ Fix(Φ) e ∈ dom[DeΦ︸︷︷︸
Λ

]′.

Therefore c =Mc(0) ∈ dom(Φ′) ⇐⇒ 0 ∈ dom[M−c ◦ Φ ◦Mc]
′

because, with M−c(e) ∈ Fix(M−c ◦ Φ ◦Mc) we have

c =Mc(0) ∈ dom(Φ′) ⇐⇒ [t 7→ ΦtMc(0)] diff. ⇐⇒ [t 7→M−cΦ
tMc(0)] diff. and

0 ∈ dom[M−c ◦ Φ ◦Mc]
′ ⇐⇒ Mc(e) ∈ dom

(
[DM−c(e)M−c ◦ Φ ◦Mc]

′).
Notation. Henceforth

G(c) := B(c)1/2[1 + L(M−c(e), c)]
−2M−c(e).

Lemma. Dc=0G(c) = −[1 +Q(e)]

Proof. We have to see
(
with real differentiation d+

dτ

∣∣
0
= d

dτ

∣∣
τ=0+

)
that

d+

dτ

∣∣
0
G(τc) = d+

dτ

∣∣
0

{
B(τc)1/2[1 + L(M−τc(e), τc)]

−2M−τc(e)
}
= −c− {ece}.

B(τc)1/2 =
(
1+ τ2[−2L(c) + τ2Q(c)2]

)1/2
= 1− τ2

2 [−2L(c) + τ2Q(c)2] + o(τ2) = 1+ o(τ),

M−τc(e) = −τc+B(τc)1/2[1− τL(e, c)]−1e =

= −τc+[1+o(τ)][1+τL(e, c)+o(τ)]e = e+τ [−c+L(e, c)e]+o(τ) = e−τ [1−Q(e)]c+o(τ)

G(τc) =
{
1 + o(τ)

}{
1 + τL

(
e− τ [1−Q(e)]c, c

)
+ o(τ)

}−2{
e− τ [1−Q(e)]c+ o(τ)

}
=

=
{
1−2τL(e, c)+o(τ)

}
{e−τ [1−Q(e)]c+o(τ)} = e−τ [1−Q(e)]c−2τL(e, c)e+o(τ) =
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= e− τ
[
1 +Q(e)

]
c+ o(τ). Qu.e.d.

Lemma. e TRIP =⇒ G(λe) =
|1− λ|2

1− |λ|2
e,

[
DλeG

]
e = −2Re[(1− λ)2]

(1− |λ|2)2
e,

[
DλeG

]
(ie) =

4Re(1− λ)Imλ

(1− |λ|2)2
e

Proof. Let e TRIP. With the Peirce proj. Pk(e) : E → Ek(e) :=
{
x : {eex} = kx/2

}
L(λe) = |λ|2

2 P1(e) + |λ|2P2(e), Q(λe)2 = |λ|4P2(e) whence

B(λ(e)|E2(e) = [1− 2|λ|2 + |λ|4] id, [1− L(e, λe)]|E2(e) = [1− λ] id;

M−λe(e) = −λe+B(−λe)1/2[1 + L(−λe)]−1e =

[
−λ+

1− |λ|2

1− λ

]
e =

1− λ

1− λ
e,

G(λe) = B(λe)1/2[1 + L(M−λe(e), e)]
−2M−λe(e) =

= (1− |λ|2) (1− λ)/(1− λ)[
1 + λ(1− λ)/(1− λ)

]2 e = (1− |λ|2)(1− λ)(1− λ)

(1− |λ|2)2
e

Thus G(λe) = g(λ)e with g(λ) :=
(1− λ)(1− λ)

1− λλ
=

|1− λ|2

1− |λ|2
.

With straightforward calculation,
∂g

∂λ
= − (1− λ)2

(1− |λ|2)2
,

∂g

∂λ
= − (1− λ)2

(1− |λ|2)2
. Hence

[
DλeG

]
e =

d+

dτ

∣∣∣
0
G(λ+ τ) =

d+

dτ

∣∣∣
0
g(λ+ τ)e =

∂g

∂x
e =

∂g

∂λ
+
∂g

∂λ
= −2Re

(
(1− λ)2

(1− |λ|2)2

)
,

[
DλeG

]
(ie)=

d+

dτ

∣∣∣
0
G(λ+ iτ) =

d+

dτ

∣∣∣
0
g(λ+ iτ)e =

∂g

∂y
e = i

∂g

∂λ
−i ∂g
∂λ

= −2Re

(
i
(1−λ)2

(1−|λ|2)2

)
.

Lemma. e TRIP, L(e)v = κv, Q(e)v = εv, |λ| < 1 =⇒

for w := [Dc=λeG(c)]v we also have L(e)w = κw, Q(e)w = εw.

Proof. Let us write Jk,ℓ for the family of all possible Jordan triple product expressions

with k terms v and ℓ terms e. E.g.

J1,4 =
{
{{vee}ee}, {{eve}ee}, {{eev}ee}, {e{vee}e}, . . . , {ee{eev}}

}
has 9 elements.

By definition,
[
Dc=λeG(c)

]
v =

d+

dτ

∣∣∣
0
G(λe+ τv) =
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=
d+

dτ

∣∣∣
0

{
B(λe+ τv)1/2

[
1 + L(M−λe−τv(e), λe+ τv)

]−2
M−λe−τv(e)

}
.

Observe that B(λe+ τv)1/2 =
∞∑

n=0

(
1/2
n

) [
− 2L(λe+ τv) +Q(λe+ τv)2

]n
is a series of

Jordan multiplications of the form {ee·}, {e · e} i.e. a power series of the commuting real

linear operators L(e), Q(e) acting as muliples of the identity on the Peirce spaces E
(ε)
κ (e).

Also in general we can write
[
1 + L(x, y)

]−r
z =

∞∑
n=0

(−r
n

)
L(x, y)nz =

=
∞∑

k,ℓ=0

µ
(r)
k,ℓ

[
Jordan expression with k terms x, ℓ terms y and one term z

]
such that ∃ δ(r) > 0 with

∑∞
k,ℓ=0 |µ

(r)
k,ℓ|∥x∥k∥y∥ℓ <∞ whenever ∥x∥, ∥y∥ < δ(r).

Hence we see that
[
Dc=λeG(c)

]
v admits an expansion of the form

[
Dc=λeG(c)

]
v =

∞∑
j,k=0

∑
J∈Jk,ℓ

γJτ
kJ

such that ∃ δ > 0 with
∞∑

k,ℓ=0

∑
J∈Jk,ℓ

|γJτk∥v∥k <∞ whenever 0 ≤ τ∥v∥ < δ.

In terms of this expansion we have

[
Dc=λeG(c)

]
v =

d+

dτ

∣∣∣
0

∞∑
j,k=0

∑
J∈Jk,ℓ

γJτ
kJ =

∞∑
ℓ=0

J ∈ J1,ℓγJJ.

Our closing observation is that the value of any product J ∈ J1,ℓ containg only one term

v must be a real multiple of v if {eev} = κv and {eve} = εv.

Corollary. e TRIP =⇒ ∃ ρ0, ρ1, ρ(1)2 , ρ
(−1)
2 : {λ : |λ| < 1} → R real-analytic

DλeG=
∑
k,ε

ρ
(ε)
k (λ)P

(ε)
k with Peirce proj. P

(ε)
k : E→E

(ε)
k (e) :=

{
x : L(e)x= k

2x, Q(e)x=εx
}
.

Proof. We know that the linear operators L(e), Q(e) commute. [Indeed, with K :=

{(1, 1), (1,−1), (1/2, 0), (0, 0)} and the Peirce spaces E(κ,ε) := {x : L(e)x = κx, Q(e)x =

εx} we have E = ⊕(κ,ε)∈KE(κ,ε). Given x ∈ E(κ,ε, L(e)Q(e)x = Q(e)L(e)x = κεx.] Hence
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given any J ∈ J1,ℓ we can write J = Q(e)mL(e)ℓ/2−mv = εmκℓ/2−mv independently of the

choice of v ∈ Eκ,ε).

Proposition. Assume e TRIP and [Φt : t ∈ R+] str.cont.1-prg. in Aut(B) with e ∈

∩
t∈R+

Fix(Φt). Then dom(Φ′) is dense in B.

Proof. With the previous notations, it suffices to see only that range(G) contains an inner

point. By the Inverse Mapping Theorem, to this it is enough that the Fréchet derivative

Dc=λeG(c) is an invertible operator for some λ with |λ| < 1.

By the previous corollary, with real-analytic coefficient functions, we have

Dc=λeG(c)=ρ0(λP0 + ρ1(λ)1 + ρ
(+)
2 (λ)P

(+)
2 + ρ

(+)
2 (λ)P

(+)
2 .

By the first lemma, Dc=0G(c) = −[1 + Q(e)] = −P0 − 1
2P1 − 2P

+)
2 that is ρ0(0) = −1,

ρ1(0) = −1/2, ρ
(+)
2 (0) = −2, ρ

(−)
2 (0) = 0.

Observation: ρ
(−)
2 (λ)e = P

(−)
2

[
Dc=0G(c)

]
(ie).

By the second Lemma,
[
Dc=0G(c)

]
(ie) =

4Re(1− λ)Imλ

(1− |λ|2)2

that is ρ
(−)
2 (λ) =

4Re(1− λ)Imλ

(1− |λ|2)2
̸= 0 for 0 ̸= |λ| < 1.

By the continuity of the functions ρ
(±)
k , for some δ∈(0,1) (in particular around λ = 0),

we have ρ0(λ), ρ1(λ), ρ
(+)
2 (λ), ρ

(−)
2 (λ)̸=0,

implying the invertibility of Dc=λeG(c) =
∑

(k,ε) ρ
(ε)
k (λ)P

(ε)
k whenever 0 ̸= |λ| < δ. Qu.e.d.

Remark. We can calculate the precise form of the functions ρ±k as follows.

Recall that E = ⊕(κ,ε)∈KE
(ε)
2κ (e) for the Peirce spaces
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Eε
2κ(e) :=

{
x ∈ E : L(e)x=κe, Q(e)x=εx

}
, K :=

{
(0, 0), ( 12 , 0), (1, 1), (1,−1)

}
.

Fix (κ, ε)∈K and v∈E
(ε)
2κ (e) arbitrarily. Define

Bλ,τ :=B(λe+ τv)1/2, B′
λ :=

d+

dτ

∣∣∣
0
Bλ,τ , b

′
λ :=B

′
λ,τe,

Mλ,τ :=M−(λe+τv), mλ,τ :=Mλ,τ (e), m′
λ :=

d+

dτ

∣∣∣
0
mλ,τ , ,

Rλ,τ :=L(mλ,τ , λe+ τv), R′
λ :=

d+

dτ

∣∣∣
0
Rλ,τ

Notice that by Peirce arithmetics, for some scalars,

Bλ,0e = βλe, Bλ,0v = β̃λv, B′
λe =

d+

dτ

∣∣∣
0
B(λe+ τv)e = β′

λv,

mλ,0 = µλe, m′
λ = µ′

λv, Rλ,0e = ρλe, Rλ,0v = ρ̃λv, R′
λe = ρ′λv.

With the rule of product differentiation we get

DλeG = B′
λ

[
1 +Rλ,0

]−2
mλ,0 +Bλ,0

{ d

dτ

∣∣∣
τ=0

[
1 +Rλ,τ ]

−2
}
mλ,0 +Bλ,0

[
1 +Rλ,0

]−2
m′

λ

where
d+

dτ

∣∣∣
0

[
1 +Rλ,τ ]

−2= −
[
1 +Rλ,0

]−2
R′

λ

[
1 +Rλ,0

]−1 −
[
1 +Rλ,0

]−1
R′

λ

[
1 +Rλ,0

]−2
.

It follows

[
DλeG

]
v = B′

λ

[
1 +Rλ,0

]−2
µλe−Bλ,0

[
1 +Rλ,0

]−2
R′

λ

[
1 +Rλ,0

]−1
µλe−

−
[
1 +Rλ,0

]−1
R′

λ

[
1 +Rλ,0

]−2
µλe+Bλ,0

[
1 +Rλ,0

]−2
µ′
λv =

= B′
λ

µλ

(1 + ρλ)2
e−Bλ,0

[
1 +Rλ,0

]−1
R′

λ

µλ

(1 + ρλ)2
e−Bλ,0

[
1 +Rλ,0

]−2
R′

λ

µλ

1 + ρλ
e+

+Bλ,0
µ′
λ

(1 + ρ̃λ)2
v and continuing similarly,

[
DλeG

]
v =

β′
λµλ

(1 + ρλ)2
v − β̃λρ

′
λµλ

(1 + ρ̃λ)(1 + ρλ)2
v − β̃λρ

′
λµλ

(1 + ρ̃λ)2(1 + ρλ)
v +

β̃λµ
′
λ

(1 + ρ̃λ)2
v.

Here we caculate the constants as follows.

µλ =
1− λ

1− λ
because mλ,0 =M−λe(e) = −λe+[1−2L(e)+Q(e)2]1/2[1+L(e,−λe)]−1e =

42



= −λe+ [1− 2L(λe) +Q(λe)2]1/2
1

1− λ
e =

[
− λ+

1

1− λ
[1−2|λ|2+|λ|4]1/2

]
e =

1− λ

1− λ
e

Next we determine β′ along with βλ and β̃λ :

B(λe+ τv)x = 1− 2
{
(λe+ τv)(λe+ τv)x

}
+
{
(λe+ τv)

{
(λe+ τv)x(λe+ τv)

}
(λe+ τv)

}
,

In particular B(λe)e = (1− 2|λ|2 + |λ|4)e B(λe)v = (1− 2|λ|2κ+ |λ|4ε2)v, whence

βλe = B(λe)1/2e = (1− |λ|2)e , β̃λv = B(λe)1/2v =
[
1− 2|λ|2κ+ |λ|4ε2

]1/2
v.

d+

dτ

∣∣∣
0
B(λe+ τv)x =

= −2λ{vex}−2λ{evx}+λ2λ{v{exe}e}+λλλ{e{vxe}e}+λλλ{e{exv}e}+λλ2{e{exe}v} =

= 2
[
− λL(v, e)− λL(e, v) + λ

2
λQ(v, e)Q(e) + λ2λQ(e)Q(v, e)

]
x

d+

dτ

∣∣∣
0
B(λe+ τv)e =

d+

dτ

∣∣∣
0

[
B(λe+ τv)1/2

]2
e =

[
B′

λBλ,0 +Bλ,0B
′
λ

]
e =

= βλB
′
λe+ β′

λBλ,0v = β′
λβλv + β′

λβ̃λv that is

β′
λ(βλ + β̃λ)v =

d+

dτ

∣∣∣
0
B(λe+ τv)e =

= −2λ{vee}−2λ{eve}+λ2λ{v{eee}e}+λλλ{e{vee}e}+λλλ{e{eev}e}+λλ2{e{eee}v} =

= 2
[
− λκ− λε+ |λ|2λκ+ |λ|2λκε

]
v,

β′
λ = 2

−λε− λκ+ |λ|2κ(λ+ λε)

(1− |λ|2) + (1− 2|λ|2κ+ |λ|4ε2)1/2

In terms of β′
λ, we get µ′

λ = −1 +
β′
λ

1−λ
+

β̃λε

(1−λκ)(1−λ)

since m′
λ =

d+

dτ

∣∣∣
0

{
− (λe+τv) +Bλ,τ

[
1− L(e, λe+ τv)]−1e

}
= −v+

+B′
λ[1−L(e, λe)]−1e+Bλ,0

d+

dτ

∣∣∣
0
[1−L(e, λe+τv)]−1e where B′

λ[1−L(e, λe)]−1e=
β′
λ

1−λ
v,

d+

dτ

∣∣∣
0
[1−L(e, λe+τv)]−1e=−[1−L(e, λe)]−1

{d+
dτ

∣∣∣
0
[1−L(e, λe+τv)]

}
[1−L(e, λe)]−1e=

= [1−λL(e)]−1L(e, v)
1

1− λ
e = [1−λL(e)]−1 ε

1−λ
v =

ε

(1−λκ)(1−λ)
v.
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Finally, for the constants ρλ, ρ̃λ, ρ
′
λ, in terms of µλ, µ

′
λ we obtain

ρλ = λµλ, ρ̃λ = λµλκ, ρ′λ = λµ′
λκ+ µλε because

Rλ,0e = L(mλ, λe)e = µλλL(e)e = λµλe, Rλ,0v = µλλL(e)v = λµλκv,

d+

dτ

∣∣∣
0
Rλ,τe=

d+

dτ

∣∣∣
0
L(mλ, λe+τv)e=L(m

′
λ, λe)e+L(mλ, v)e=µ

′
λλL(v, e)e+µλL(e, v)e.

In particular, hence we can get reasonably simple formulas for the following cases:

(1) if µ(= λ) ∈ R and v ∈ E
(ε)
κ (e) then

(1a)
[
DµeG

]
v = −v for (κ, ε) = (0, 0), (1b)

[
DµeG

]
v = − 1

1 + µ
for (κ, ε) = (1/2, 0),

(1c)
[
DµeG

]
v = − 2

(1 + µ)2
for (κ, ε) = (1, 1), (1d)

[
DµeG

]
v = 0 for (κ, ε) = (1,−1);

(2) if iν(= λ) ∈ iR and v ∈ E
(ε)
κ (e) then

(2a)
[
DiνeG

]
v = −v for (κ, ε) = (0, 0), (2b)

[
DiνeG

]
v = − 1 + iν

1− ν2
for (κ, ε) = (1/2, 0),

(2c)
[
DiνeG

]
v = − 2

1−ν2
for (κ, ε)=(1, 1), (2d)

[
DiνeG

]
v=− 4iν

(1−ν2)2
for (κ, ε)=(1,−1).

Theorem. If 0 ∈ dom(Φ′) and
∩

t∈R+

Fix(Φt) ̸= ∅ then the generator Φ′ is of Kaup’s type:

dom(Φ′) is a subtriple in E, Φ′(z) = a− {zaz}+ iAz closed.

Proof. dom(Φ′) = {x : t 7→ Utx diff.} = dom(Λ′) dense in E, Λ′ closed lin. op.

Φt(z + e)− e = (At,z +Bt)
−1Ctz

Ψ′(z + e) = −(At,z +Bt)
−1

[
d
dt (At,z +Bt)

]
(At,z +Bt)

−1Ct

∣∣
t=0

+ (At,z +Bt)
−1 d

dtCtz
∣∣
t=0

Λ′(z) = −B−1
t

[
d
dtBt

]
B−1

t Ct

∣∣
t=0

+B−1
t

[
d
dtBt

]∣∣
t=0

Let xn → x, Ψ′(xn) → y.

zn := xn − e,
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. . . . . . . . . . . . . . . . . . . . .

Let x ∈ dom(Ψ′), ∥x∥ = 1, φ ∈ E∗, ⟨φ, x⟩ = ∥φ∥ = 1

Φ′ is a TANGENT vector field to ∂B

0 = Re⟨φ ◦ κ,Φ′(κx)⟩ ⇐ |κ| = 1

ζ 7→ ⟨φ,Φ′(ζx)⟩ =
∑∞

n=0 αnζ
n holomorphic

Re
(
κ
∑∞

n=0 αnκ
n
)
= 0

∑∞
n=0(αnκ

n−1 + αnκ
1−n) = 0 (|κ| = 1)

∑∞
n=−∞ βnκ

n = 0 βn = αn+1 (n ≥ 2), βn = α1−n (n ≤ −2),

β1 = α2 + α0, β−1 = α0 + α2, β0 = α1 + α1

αn = 0 (|n| ≥ 2), α1 + α1 = 0, α2 = −α0

CONSIDER Ω(x) := Φ′(x)− {xbx} INSTEAD OF Φ′, b := Ψ′(0) = d
dta(t)

∣∣
t=0

This is also tangent to ∂bfB with Ω(0) = 0

Ω(ζx) = ζΩ(x) HOMOGENITY
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SPIN FACTORS

(
H, ⟨·|·⟩

)
Hilbert space, x 7→ x conjugation, ⟨x|y⟩− = ⟨x|y⟩

S := S(H, ·) is the JB*-triple with the triple product

{xay} = ⟨x|a⟩y + ⟨y|a⟩x− ⟨x|y⟩︸ ︷︷ ︸
⟨y|x⟩

a

[
TRIPOTENTS

]
=

{
λe : e ∈ Re(H), λ ∈ T, ⟨e|e⟩ = 1

}
∪

∪
{
u+ iv : u, v ∈ Re(H), ⟨u|u⟩ = ⟨v|v⟩ = 1/2, ⟨u|v⟩ = 0

}
Ut = κtVt: Vt real ⟨·|·⟩-unitary, Re(E) → Re(H), κt ∈ T.

Norm formula. Given a = x+ iy ∈ H with x = x, y = y, by writing ⟨z⟩2 := ⟨z|z⟩,

∥a∥ =
∥∥x+ iy

∥∥ =
[[
⟨x⟩2 + ⟨y⟩2

]
+ 2

[
⟨x⟩2⟨y⟩2 − ⟨x|y⟩2

]1/2]1/2
Direct proof: By [Kaup, 1983], since Span{L(a)na : n = 1, 2, . . .} = Ca+Ca,

∥a∥2 = radSp
(
L(a)

)
= radSp

(
L(a)|Ca+Ca

)
= radSp

(
L(x+ iy)|Cx+Cy

)
.

Here we have L(a)z = ⟨a|a⟩z + ⟨z|a⟩a− ⟨z|a⟩a, that is

L(a) =
[
⟨x⟩2 + ⟨y⟩2

]
id + a⊗ a∗ − a⊗ a∗ =

[
⟨x⟩2 + ⟨y⟩2

]
id + 2i

[
y ⊗ x∗ − x⊗ y∗

]
and

L(a)x =
[
⟨x⟩2 + ⟨y⟩2

]
x+2i

[
⟨x⟩2y−⟨x|y⟩x

]
, L(a)y =

[
⟨x⟩2 + ⟨y⟩2

]
y+2i

[
⟨x|y⟩y−⟨y⟩2x

]
;

Sp
(
L(a)|Cx+Cy

)
=

[
⟨x⟩2 + ⟨y⟩2

]
+ 2iSp

[
−⟨x|y⟩ −⟨y⟩
⟨x⟩2 ⟨x|y⟩

]
=

=
[
⟨x⟩2+ ⟨y⟩2

]
+2i roots

(
λ2−⟨x|y⟩2+ ⟨x⟩2⟨y⟩2

)
=

[
⟨x⟩2+ ⟨y⟩2

]
± 2

[
⟨x⟩2⟨y⟩2−⟨x|y⟩2

]1/2
.

Unit ball:
{
z ∈ H : ⟨z⟩2 < 1

2

(
1 +

∣∣⟨z|z⟩∣∣2) < 1
}
.
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Str.cont one-parameter semigroups in Iso(dB(S))

[Φt : t ∈ R+] str.cont.1-prsg in Iso(dB(S))

Vesentini (1992)∗: ∃ Mt ∈ Re
(
L(H)

)
∃ bt1, bt2, ct1, ct2 ∈ Re(H) ∃ Et ∈ Mat(2, 2,R)

Φt(x) = F t(x)/φt(x) where (with transposition XT := X∗)

F t(x) = (bt1 − ibt2) + 2Mtx+ (xTx)(bt1 + ibt2)

φt(x) = (Et
11 + Et

22 − iEt
12 + iEt

21) + 2(ct1 + ict2)
Tx+ (Et

11 − Et
22 + iEt

12 + iEt
21)x

Tx

such that, with Bt := [bt1, b
t
2], Ct := [ct1, c

t
2], the matrices

Gt =

[
Mt Bt

CT
t Et

]
(t ∈ R+)

form a str.cont.1prsg. such that

[Gt]∗diag(I,−I2)Gt = diag(I,−I2), det(Et) > 0 (t ∈ R+), that is

CtE
t =MT

t Bt, MT
t = I + CtC

T
t , [Et]TEt = I2 +BT

t Bt.

Remark. In Rend.Sem.Mat.Univ Pol.Torino, there is a misprint on p.438 line 11: it

should be ”δG(X) = 2(X|C1 − iC2) + · · ·” instead of ”δG(X) = 2(X|C1 − C2) + · · ·”.

It also seems that Vesentini’s results rely upon the tacitly used hypothesis that the origin

belongs to the domain of the holomorphic infinitesimal generator Φ′ of [Φt : t ∈ R+].

∗ Note di Mat. 9-Suppl.(1989)123-144; Ann.Mat.Pura Appl., 161/4(1992)281-297, Rend.

Mat.Acc.Lincei, 3/9(1992)287-294. Rend.Sem.Mat.Univ Pol.Torino, 50/4(1992)427-455.

Forerunners: U. Hierzbruch, Math Ann., 152 (1964) 395-417; L.A. Harris, Lecture Notes

in Math. (Springer , 1974), Proc. London Math. Soc., 42/3 (1981) 331-361.
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With the convention Z ′ := d
dt

∣∣
t=0+

Zt(or Zt), we calculate the infinitesimal generator Φ′

in terms of G′ that is of M ′, B′, C ′, E′, respectively (provided 0 ∈ dom(Φ′)).

Φ′ := d
dt

∣∣
t=0+

F t

φt = − φ′

(φ0)2F
0 + 1

φ0F
′ where, for x ∈ dom(G′).

Since G0 = IdH⊕C2 = diag(I, I2), we have

M0 = I, b0k = c0k = E0
12 = E0

21 = 0, E0
11 = E0

22 = 1,

0 = (CtE
t −MT

t Bt)
′ = C ′ −B′, 0 = I ′ = (MT

t Mt − CT
t )

′ = [M ′]T +M ′,

0 = I ′2 = ([Et]TEt)−BT
t Bt)

′ = [E′]T + E′ i.e. E′
11 = E′

22 = 0, E′
12 = −E′

21.

It follows φ0(x) = (E0
11 + E0

22 − iE0
12 + iE0

21) = 2, F 0(x) = 2M0x = 2x,

F ′(x) = (b′1 − ib′2) + 2M ′x+ xTx(b′1 + ib′2),

φ′(x) = (E′
11 + E′

22 − iE′
12 + iE′

21) + 2(c′1 + ic′2)
Tx+ (E′

11 − E′
22 + iE′

12 + iE′
21)x

Tx =

= 2iE′
21 + 2(b′1 + ib′2)

Tx,

Φ′(x) = − 1
4 [2iE

′
21 + 2(b′1 + ib′2)

Tx]2x+ 1
2 [(b

′
1 − ib′2) + 2M ′x+ xTx(b′1 + ib′2)] =

= −iE′
21x− [(b′1 + ib′2)

Tx]x+ 1
2 (b

′
1 − ib′2) +M ′x+ 1

2x
Tx(b′1 + ib′2) =

=
[
1
2 (b

′
1 − ib′2)

]
+

[
M ′ − iE′

21

]
x−

[
x(b′1 + ib′2)

Tx− 1
2 (b

′
1 − ib′2)x

Tx
]
.

Proposition. If 0 ∈ dom(Φ′) i.e. Φ′ is of Kaup’s type as Φ′(x) = a+ iAx− {xa∗x} with

a := Φ′(0) and some S-Hermitian A ∈ L(H) then

G′ =

 iA− iεI 2Re(a) −2 Im(a)
2Re(a)T 0 −ε
−2 Im(a)T ε 0

 where ε := E′
21

and iA =M + iεI with M = −MT : Re(H) → Re(H).
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Coordinatization, Möbius transformations

Recall that, by means of SVD-decomposition, we can write

B = [b′1, b
′
2] = Q1

 0 0
λ1 0
0 λ2

QT
2 where Q1 ∈ QRT(Re(H), Q2 ∈ ORT(R2), λ1≥λ2≥0.

Hence with the real orthogonal operator matrix Q := Q1 ⊕Q2 =
[

Q1 0
0 Q2

]
,

Gt = Q1G̃
tQT

2 (t ∈ R+) where G̃′ := gen[G̃t : t ∈ R+] has the form

G̃′ =


M̃ ′

11 M̃ ′
12 0

M̃ ′
21

[
0 −ν
ν 0

] [
λ1 0
0 λ2

]
0

[
λ1 0
0 λ2

] [
0 −ε
ε 0

]
.

Continuing with a similar transformation Ĝ′ := Q̂G̃′ĜT where Q̂ = I1 ⊕ I2 ⊕ I2 with

suitable real orthogonal Q̂1, with QR-decomposition we can achieve the form

Ĝ′ =


M̂11 M̂12 0 0
−M̂T

12 M̂22 L 0

0 −L M̃22 Λ
0 0 ΛT E

, M̃22, M̂22, E antisymm.

Λ pos.diag., L lower triangular 2× 2 real matr.

Question. Can we further eliminate Λ in entry (2, 3) with a transform X 7→ SXS−1?

In particular the Möbius transformations in a spin factor are the maps arising from inte-

grating the vector fields corresponding to generators of the form with M ′ = 0. Thus they

are contructed as follows. Take an operator matrix of the form

G′ =

[
0 B′

[B′]T 0

]
=

 0 b′1 b′2
[b′1]

T 0 0
[b′2]

T 0 0

 = Q1

 0 0 0
0 0

[
λ1 0
0 λ2

]
0

[
λ1 0
0 λ2

]
0

QT
2 .

Since G′ is a bounded operator in this cases, its integration is simply

Gt = exp(tG′) =
∞∑

n=0
n!−1tn[G′]n =

=
∞∑
k=0

t2k

(2k)!

[
(B′[B′]T)k 0

0 ([B′]TB′)k

]
+

∞∑
k=0

t2k+1

(2k+1)!

[
0 (B′[B′]T)kB′

[B′]T(B′([B′]T)k 0

]
=
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= (Q1 ⊕Q2)

 0 0 0
0 cosh

([
λ1t 0
0 λ2t

])
sinh

([
λ1t 0
0 λ2t

])
0 sinh

([
λ1t 0
0 λ2t

])
cosh

([
λ1t 0
0 λ2t

])
 (QT

1 ⊕QT
2 )

giving rise to

Ma(t)(x) = Φt(x) = F t(x)/φt(x) where

F t(x) = (bt1 − ibt2) + 2Mtx+ (xTx)(bt1 + ibt2)

φt(x) = (Et
11 + Et

22 − iEt
12 + iEt

21) + 2(ct1 + ict2)
Tx+ (Et

11 − Et
22 + iEt

12 + iEt
21)x

Tx

with Mt = Q1

[
0 0
0 cosh

([
λ1t 0
0 λ2t

]) ]
QT

1 , Bt = Ct = Q1

[
0

sinh
([

λ1t 0
0 λ2t

]) ]
QT

2 ,

Et = Q2

[
cosh

([
λ1t 0
0 λ2t

])]
QT

2 .

Remark. The maximal faces of the unit ball of a spin factor are discs of the form

Be := e+
{
ζe : |ζ| ≤ 1

}
where e = 1

2u+ i
2v with u ⊥ v ∈ Re(H, ⟨u⟩2 = ⟨v⟩2 = 1.

Lemma. Given a tripotent e as above, for the Möbius group [Ma(t) : t∈R] integrating the

vector field M ′ : z 7→2e−{z(2e)∗z} corresponding to the generator G′ :=

 0 u −v
uT 0 0
−vT 0 0


we have

M ′(e+ ζe) = 2(1− ζ2)e, Ma(t)(e+ ζe) = e+
ζ + tanh(t)

1 + tanh(t)ζ
e (|ζ| ≤ 1).

Proof. Since e ⊥ e and ⟨e⟩2 = ⟨e⟩2 = 1/2, we have

M ′(e+ ζe)/2 = e− 2⟨e+ ζe|e⟩(e+ ζe) + ⟨e+ ζe|e− ζe⟩e = e− ζe.

Thus the vector field M ′ is tangent to the complex line Le := e+Ce and, in terms of the

trivial coordinatization Z(e+ζe) := ζ it has the form Z#M
′ : ζ 7→ 1−ζ2 whose integration

gives the classical Möbius group
[
(ζ + tanh(t))/(1 + ζtanh(t)) : t ∈ R

]
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Triangularization with fixed points

Assume e ∈ ∂B is a common fixed point of [Φt : t ∈ R+] represented with the c0-sgr.

of operator matrices [Gt : t ∈ R+] (in Vesentini’s sense). Consider the corresponding

generators

Φ′(x) = a+ iAx− {xa∗x} =
(
1
2b1 −

i
2b2

)
+Mx+ iεx− ⟨x|b1 − ib2⟩x+ ⟨x|x⟩

(
1
2b1 +

i
2b2

)
,

G′ =

[
M b1 b2
bT1
bT2

0
ε

−ε
0

]
where b1 := 2Re(a), b2 := −2Im(a), M =M = −MT, ε ∈ R.

We may assume without loss of generality (by means of Möbius equivalence) that e is a

tripotent, that is we have either

1) e = e, ⟨e|e⟩ = 1 (real extreme point), or 2) e ⊥ e, ⟨e|e⟩ = 1
2 (face middle point).

In any case, Φ′(e) = 0.

Case (1) 0 = Φ′(e) = a+ iAe− {ea∗e} =

=
(
1
2b1 −

i
2b2

)
+Me+ iεe− ⟨e|b1 − ib2⟩e+ ⟨e|e⟩

(
1
2b1 +

i
2b2

)
.

With the orthogonal decompositions bj := ρje+ xj (i.e. ρj ∈ R, xj ⊥ e), we have

0 = i(ε− ρ2)e+ x1 +Me implying ρ2 = ε and Me = −x1.

Hence, with the restricted operator M0 := Pe⊥M |e⊥,

G′ =

M b1 b2
bT1 0 −ε
bT2 ε 0

 =


0 −(Me)T ρ1 −ε
Me M0 −Me y
ρ1 −(Me)T 0 −ε
−ε yT ε 0

 =


0 xT1 ρ1 −ε

−x1 M0 x1 x2
ρ1 xT1 0 −ε
−ε xT2 ε 0

.
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An almost triagular similar matrix can be obtained with the operator matrices

T :=


1/2 0 0 1
0 I0 0 0

−1/2 0 0 1
0 0 1 0

 , T−1 =


1 0 −1 0
0 I0 0 0
0 0 0 1
1/2 0 1/2 0


as

T−1G′T =


−ρ1 0 0 0
−x1 M0 x2 0
−ε xT2 0 0
0 xT1 −ε ρ1

 .
Remark. M0 is a possibly unbounded skew symmetric closed real-linear operator defined

on a dense linear submanifold of e⊥. For heuristics see vazlat6.mws.

Case (2) 0 = Φ′(e), e ⊥ e, ⟨e⟩2 = 1/2 of face middle points. Then

0 = Φ′(e) =
(
1
2b1 −

i
2b2

)
+Me+ iεe− ⟨e|b1 − ib2⟩e.

We assume without loss of generality that

e = 1
2u+ i

2v where u ⊥ v, u = u, v = v and ⟨u⟩2 = ⟨v⟩2 = 1.

SinceM is real antisymmetric i.e. M =M ⊂ −MT = −M∗
= −M∗ along with dom(M) =

dom(M), we have u, v ∈ dom(M) with ⟨Mu|u⟩ = ⟨Mv|v⟩ = ⟨Mu|v⟩ + ⟨Mv|u⟩ = 0 and

⟨Me|e⟩ = − i
2 ⟨Mu|v⟩ resp. ⟨Me|e⟩ = 0.

Hence, using the identities ⟨bj |u⟩ = ⟨u|bj⟩ resp. ⟨bj |v⟩ = ⟨v|bj⟩, we get

0 = ⟨Φ′(e)|e⟩ =
⟨
1
2b1−

i
2b2

∣∣e⟩+⟨Me|e⟩+ i
2ε−

⟨
e
∣∣ 1
2b1−

i
2b2

⟩
= i

2

[
ε−⟨Mu|v⟩−⟨b1|v⟩−⟨b2|u⟩

]
,

0 = ⟨Φ′(e)|e⟩ =
⟨
1
2b1 −

i
2b2

∣∣e⟩ = 1
4

[
⟨b1|u⟩+ ⟨b2|v⟩+ i⟨b1|v⟩ − i⟨b2|u⟩

]
.

Considering the real and imaginary parts, therefore

⟨b1|u⟩ = −⟨b2|v⟩, ⟨b1|v⟩ = ⟨b2|u⟩, ⟨Mu|v⟩ = ε− ⟨b1|v⟩ − ⟨b2|u⟩ = ε− 2⟨b2|u⟩.
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Thus in terms of the orthogonal decompositions

bj = ρju+ σjv + xj , (where x1, x2 ⊥ {u, v})

and with µ := ⟨Mu|v⟩ we have

σ2 = −ρ1, σ1 = ρ2, µ = ε− 2ρ2.

Hence, with the notations P := P{u,v}⊥ , M0 := PM |{u, v}⊥, q1 := PMu, q2 := PMv,

we can write

G′ =

M b1 b2
bT1 0 −ε
bT2 ε 0

 =


0 −µ
µ 0

−qT1
−qT2

ρ1 ρ2

ρ2 −ρ1

q1 q2 M0 x1 x2
ρ1 ρ2

ρ2 −ρ1

xT
1

xT
2

0 −ε
ε 0

 =


0 2ρ2−ε
ε−2ρ2 0

xT
1

−xT
2

ρ1 ρ2

ρ2 −ρ1

−x1 x2 M0 x1 x2
ρ1 ρ2

ρ2 −ρ1

xT
1

xT
2

0 −ε
ε 0


because from the relation

0 = PΦ′(e) = P
[(

1
2b1 −

i
2b2

)
+Me+ iεe− ⟨e|b1 − ib2⟩e

]
= 1

2

[
x1 − ix2 + PM(u+ iv) + 0

]
we infer also q1 = −x1 and q2 = x2.

Intergration of the almost triangular systems

Case (1) For short we write ρ := ρ1, x := x1, y := x2. We determine the c0-semigroup

[U t : t ∈ R+], U
t := (TS)−1Gt(TS) with the generator A+B where

A :=


−ρ 0 0 0
−x M0 0 0
−ε yT 0 0
0 xT −ε ρ

, B :=


0 0 0 0
0 0 y 0
0 0 0 0
0 0 0 0

.
It is well-known [Engel-Nagel] that, in terms of the c0-semigroup [T t : t ∈ R+] with gener-

ator A = S′
0 which consits of lower triangular operator matrices, we have the convolution

equation of Volterra type

(V) U t =
t∫

s=0

T t−sBUsds+ T t (t ∈ R+)
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and also U t =
∞∑

n=0
Sn(t) with the recursion S0(t) := T t, Sn+1(t) =

t∫
0

T t−sBSn(s) ds.

The so-called Dyson-Phillips series
∞∑

n=0
Sn(t) converges locally uniformly in norm.

In terms of the entries, we can write

T t−sB =


T t−s
11

T t−s
21 T t−s

22

T t−s
31 T t−s

32 T t−s
33

T t−s
41 T t−s

42 T t−s
43 T t−s

44



0 0 0 0
0 0 y 0
0 0 0 0
0 0 0 0

 =


0 0 0 0
0 0 T t−s

22 y 0
0 0 T t−s

32 y 0
0 0 T t−s

42 y 0


and

T t−sBUs =

[
0 0 0 0[
T t−s
k,2 yU

s
3,ℓ

]
2≤k≤4
1≤ℓ≤4

]
, T t−sBSn(s) =

[
0 0 0 0[
T t−s
k,2 y[Sn(s)]3,ℓ

]
2≤k≤4
1≤ℓ≤4

]
.

It follows

(V′) U t
1,ℓ ≡ T t

1,ℓ, U t
k,ℓ =

t∫
s=0

T t−s
k,2 yU

s
3,ℓ ds+T

t
k,ℓ (t ∈ R+; k = 1, 2, 3; ℓ = 1, 2, 3, 4).

At this point, one more reduction is easily available: Since the matrices T t are lower

triangular, we have T t
34 ≡ 0 with the consequence that the solution U t

34 of the homogeneous

Volterra equation U t
34 =

t∫
s=0

T t−s
3,2 yU

s
3,4 + T t

34 is necesarily U t
34 ≡ 0 and hence also

U t
k,4 =

t∫
s=0

[
T t−s
k,2 y

]
Us
34 ds+ T t

k,2 ≡ T t
k,4 (k = 2, 3, 4),

U t
1,4 = U t

2,4 = U t
3,4 ≡ 0, U t

4,4 ≡ T t
4,4 = eρt and also U t

1,1 ≡ T t
1,1 = e−ρt, U t

1,2 = U t
1,3 ≡ 0.

For the remaining cases (k > 1, ℓ < 4) we obtain the following crucial Volterra equations

which can control the entries U t
k,ℓ by the third row via (V′) completely:

(V′′) U t
3,ℓ =

t∫
r=0

[
T t−r
32 y

]
Ur
3,ℓ dr + T t

3,ℓ (t ∈ R+; ℓ = 1, 2, 3).

Notice that the matrices T t−r
32 y are of type 1 × 1, thus the effect of left multiplication

with them is simply a scalar multiplication. Also the submatrices T t
k,ℓ, U

r
k,ℓ with (k, ℓ) =

(3, 1), (3, 3) are of type 1× 1.
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Since
[
T t−sBSn(s)

]
3,ℓ

= T t−s
32 y[Sn(s)]3,ℓ, in terms of convolutions with the functions

w(t) := T t
32y, Vℓ(t) := T t

3,ℓ (t ∈ R+, ℓ = 1, 2, 3),

with uniform convergence on bounded intervals (t ≤M), we have

U t
3,ℓ = T t

3,ℓ +
∞∑

n=1
Sn(t)3,ℓ = Vℓ(t) +

{
w ∗ Vℓ

}
(t) +

∞∑
n=2

{
w ∗ · · · ∗ w︸ ︷︷ ︸

n terms

∗Vℓ
}
(t) =

=
{
W ∗ Vℓ

}
(t) where W := 1 + w +

∞∑
n=2

w ∗ · · · ∗ w︸ ︷︷ ︸
n terms

=
∞∑

n=0
w∗n.

Remark. We can achieve useful structure formulas for the functions w∗n above by means

of the Laplace transform

Lv = Lt

{
v(t)

}
: s 7→

∞∫
t=0

e−stV (t) dt, dom
(
Lv

)
=

{
s ∈ C :

∞∫
t=0

∣∣e−stv(t)
∣∣ dt <∞

}
and its inverse

L−1V : 0≤ t 7→1

π

∞∫
σ=−∞

e(Ω+iσ)tV (Ω+iσ) dσ with Ω>0 satisfying
∞∫

σ=−∞
eΩt

∣∣V (Ω+iσ)
∣∣ dσ<∞.

It is well-known [Deddens, Stachó JMAA] that the c0-semigroup [U t
0 : t ∈ R+] of real-

linear isometries H0 → H0 with generator M0 embeds into a c0-group of isometries of

some covering real Hilbert space which can be regarded as the real part of the complexified

Hilbert space Ĥ := H0 ⊕ iH0 with conjugation τ : x⊕ iy 7→ x⊕ (−i)y (x, y ∈ H0). Thus

U t
0z =

∫
λ∈R

eiλt P (dλ) z
(
z ∈ Re(H)

)
in terms of a spectral measure

P : Λ(⊂ R Borelian)→
{
orthogonal projections on Ĥ

}
.

Since the operators Û t
0 :=

∫
λ∈R

eiλt P (dλ) leave the eigenspace H0 =
{
x̂ : τ x̂ = x̂

}
invariant, we have
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τÛ t
0 ≡ Û t

0τ i.e. Û t
0 ≡ τÛ t

0τ (t ∈ R).

Hence necessarily

∫
λ∈R

eiλtP (dλ) = τ
∫

λ∈R

eiλt P (dλ)τ =
∫

λ∈R

e−iλt τP (dλ)τ =
∫

λ∈R

eiλt τP (−dλ)τ (t∈R).

This implies the following symmetry of P (·):

P (Λ) = τP (−Λ)τ i.e. P (−Λ) = τP (Λ)τ (Λ ⊂ R Borelian).

It is immediate that

w(t) = T t
32y = yT

t∫
r=0

Ur
0 dr y =

⟨
y
∣∣∣ t∫
r=0

Ur
0 dr y

⟩
=

t∫
r=0

⟨
y
∣∣∣ ∫
λ∈R

eiλr P (dλ)y
⟩
dr =

=
⟨
y
∣∣∣ ∫
λ∈R

t∫
r=0

eiλr dr P (dλ)y
⟩
=

∫
λ∈R

[ t∫
r=0

e−iλr dr
]⟨
y
∣∣∣P (dλ)y⟩ =

=
[ ∫
λ<0

+
∫

λ=0

+
∫

λ>0

]1− e−iλt

iλ

⟨
y
∣∣∣P (dλ)y⟩ =

= t P{0}+
∫

λ∈R++

1−e−iλt

iλ

⟨
y
∣∣∣P (dλ)y⟩+

∫
λ∈R++

1−eiλt

(−i)λ

⟨
y
∣∣∣τP (−dλ)y⟩.

Since P (−Λ) ≡ τP (Λ)τ , y = τy ∈ H0 and
⟨
τ û

∣∣τ v̂⟩ =
⟨
û
∣∣v̂⟩− =

⟨
v̂
∣∣û⟩, it follows

0 ≤
⟨
y
∣∣∣P (−Λ)y

⟩
=

⟨
τy

∣∣∣τP (Λ)y⟩ =
⟨
y
∣∣∣P (Λ)y⟩−

=
⟨
y
∣∣∣P (Λ)y⟩.

Thus we get even

w(t) = t P{0}+
∫

λ∈R++

(
1−e−iλt

iλ + 1−eiλt

(−i)λ

)
p(dλ) =

∫
λ∈R+

sin(λt)

λ
dp(λ)

in terms of the non-negative real valued measure

p(Λ) := 2
⟨
y
∣∣∣P (Λ)y⟩ (Λ ⊂ R++ Borelian), p

(
{0}

)
:=

⟨
y
∣∣P ({0})y⟩

on R+ with total mass

p(R+)=p({0})+2p(R++)=p({0})+p(R++)+p(−R++)=
⟨
y
∣∣∣P (R)y

⟩
=
⟨
y
∣∣∣y⟩=∥∥y∥∥2<1.

For its Laplace transform we have

56



Lw(s) =
∞∫

t=0

e−st
∫

λ∈R+

sin(λt)

λ
dp(λ) dt =

∫
λ∈R+

∞∫
t=0

e−st sin(λt)

λ
dt dp(λ) =

=
∫

λ∈R+

Lt

{
sin(λt)/λ

}
(s) dp(λ) =

∫
λ∈R+

1

s2 + λ2
dp(λ).

Hence

Lw∗n =
[
Lw

]n
=

[ ∫
λ∈R+

1

s2 + λ2
dp(λ)

]n
(n = 1, 2, . . .),

w∗n =
1

π

∫ ∞

σ=−∞
e(Ω+iσ)t

[∫
λ∈R+

dp(λ)

(Ω + iσ)2 + λ2

]n

dσ for sufficiently large Ω > 0.

We can calculate w∗n in terms of the product measure dp⊗n(λ) := dp(λ1) · · · dp(λn) as

follows. Since w(t) =
∫

λ∈R+

sλ(t) dp(λ), by induction on n we can see that

w∗n(t) =
∫

λ1∈Rn
+

sλ1
∗ · · · ∗ sλn

(t) dp(λn) · · · dp(λ1) =
∫

λ∈Rn
+

sλ1
∗ · · · ∗ sλn

(t) dp⊗n(λ).

For the functions

sλ(t) :=
sinλt

λ
(0 ̸= λ ∈ R); s0 ≡ t

we have (with computer algebra MAPLE vazlat5.mws)

sα ∗ sβ(t) =
t∫

s=0

sα(s)sβ(t− s) ds = − sinαt

α(α2 − β2)
− sinβt

β(β2 − α2)
.

Using this identity, by induction on n we obtain that

sλ1
∗ · · · ∗ sλn

(t) =
n∑

k=1

α
(n)
k sinλkt where α

(n)
k = α

(n)
k (λ1, . . . , λn) =

1

λk

∏
j:k ̸=j≤n

1

λ2j − λ2k
.

Indeed, for every n with this property, also

sλ1
∗ · · · ∗ sλn+1

(t) =
n∑

k=1

α
(n)
k λksλk

∗ sλn+1
=

=
n∑

k=1

α
(n)
k λk

[
sinλkt

λk(λ2n+1 − λ2k)
+

sinλn+1t

λn+1(λ2k − λ2n+1)

]
=

=
n∑

k=1

 1

λk

∏
k ̸=j≤n

1

λ2j−λ2k

 sinλkt

(λ2n+1−λ2k)
+

n∑
k=1

 1

λk

∏
k ̸=j≤n

1

λ2j−λ2k

 sinλn+1t

λn+1(λ2k−λ2n+1)
=
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=
n∑

k=1

α
(n+1)
k sinλkt+

n∑
k=1

β(λ1, · · · , λn+1) sinλn+1t.

We need no direct algebraic argument to prove that α
(n+1)
n+1 = β(λ1, . . . , λn+1) in the second

sum. Namely the commutativity of the convolution implies that for any permutation γ of

the indices {1, . . . , n+ 1} we can write

∑
k≤n

α
(n+1)
k (λ1, . . . , λn+1) sinλkt+ β(λ1, . . . , λn+1) sinλn+1t ≡

≡
∑
k≤n

α
(n+1)
k (λγ(1), . . . , λγ(n+1)) sinλγ(k)t+β(λγ(1), . . . , λγ(n+1)) sinλγ(n+1)t.

Comparing the coefficients of sinλ1t, . . . , sinλn+1t, respectively, we conclude that

α
(n+1)
k (λ1, . . . , λn+1) = α

(n+1)
m (λγ(1), . . . , λγ(n+1)) if k ≤ n and γ(k) = m ≤ n,

β(λ1, . . . , λn+1) = α
(n+1)
k (λγ(1), . . . , λγ(n+1)) if k ≤ n and γ(k) = n+ 1.

In particular (with γ transposing 1 and n+ 1),

β(λ1, . . . , λn+1) = α
(n+1)
1 (λn+1, λ2, . . . , λn, λ1) =

1

λn+1

∏
j:j ̸=n+1

1

λ2n+1 − λ2j
.

We check from the definitions, that also α
(n+1)
n+1 (λ1, . . . , λn) =

1
λn+1

∏
j:j ̸=n+1

1
λ2
n+1

−λ2
j

which completes the induction argument.
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Remark. The equations (V′′) can be solved by means of the Laplace transform

LV = Lt

{
V (t)

}
: 0 < s 7→

∞∫
t=0

e−stV (t) dt

well-defined for bounded(?) continuous functions V : R++(= {t ∈ R : t > 0}) → Z

ranging in Banach spaces with finite norm integral (
∫∞
0

∥V (t)∥ dt <∞).

Namely, for the convulution w∗V : 0 < t 7→
t∫

s=0

w(t−s)V (s) ds =
t∫

s=0

w(s)V (t−s) ds of any

couple w ∈ Cbded(R++,C), V ∈ Cbded(R++,Z) we always have L
(
w ∗ V

)
=

(
Lw

)(
LV

)
.

It is well-known that the operator valued functions [t 7→ U t], [t 7→ T t] satisfy

(L) ∥V (t)∥ ≤MeΩt (t ∈ R++) for some M,Ω > 1.

Thus, in view of (V′′), for the scaled functions

w̃(t) := e−Ωtw(t) = e−Ωt
[
T t
32y

]
, Ũℓ(t) := e−ΩtU t

3,ℓ, Ṽℓ(t) := e−ΩtT t
3,ℓ

we have

Ũℓ(t) = e−ΩtU t
3,ℓ = e−Ωt

t∫
s=0

[
T t−s
32 y

]
Us
3,ℓ ds+ T t

3,ℓ =

=
t∫

s=0

[
e−Ω(t−s)T t−s

32 y
][
e−ΩsUs

3,ℓ

]
ds+ e−ΩtT t

3,ℓ =

=
t∫

s=0

w̃(t− s)Ũℓ(s) ds+ Ṽℓ(t) =
[
w̃ ∗ Ũℓ

]
(t) + Ṽℓ(t)

with the consequence that LŨℓ =
(
Lw̃

)(
LŨℓ

)
+ LṼℓ, LŨℓ =

(
1− Lw̃

)−1LṼℓ. That is

Lt

{
e−ΩtU t

3,ℓ

}
=

Lt

{
e−ΩtT t

3,ℓ

}
1− Lt

{
e−ΩtT t

32y
} (ℓ = 1, 2, 3).

We shall see that actually w(t) =
t∫

r=0

yTUr
0 y dr (t ∈ R+) where the operators U

r
0 are linear

isometries. Thus we can choose the scaling factor Ω > 1 to be so large that maxt∥w̃(t)∥ < 1

along with
∞∫
t=

∥w̃(t)∥ dt < 1. Then we may apply the inverse of L with the result
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Ũℓ(t) = L−1

(
LṼℓ

1−Lw̃

)
= L−1

s

(
e−ωsLṼℓ(s)

e−ωs
[
1−Lw̃(s)

]) = lim
ω→0+

L−1
s

(
e−ωs

1−Lw̃(s)

)
∗ L−1

s

(
eωsṼℓ(s)

)
.

Next we establish finite explicit formulas for T t. It is convenient to use the block partitions

T t =

[
T̃ t
11 0

T̃ t
21 T̃ t

22

]
where T̃ t

11 =

[
T t
11 T t

12

T t
21 T t

22

]
, T̃ t

21 =

[
T t
31 T t

32

T t
41 T t

42

]
, T̃ t

22 =

[
T t
33 T t

34

T t
43 T t

44

]
,

A =

[
Ã11 0
Ã21 Ã22

]
where Ã11 =

[
−ρ 0
−x M0

]
, Ã21 =

[
−ε yT

ρ xT

]
, Ã22 =

[
0 0
−ε ρ

]
.

Notice that [T̃ t
11 : t ∈ R+] and [T̃ t

22 : t ∈ R+] are c0-semigroups with the lower triangular

generators Ã11 resp. Ã22. Furthermore [−ρ]=gen[e−ρt : t∈R+] andM0=gen[U t
0 : t∈R+].

Therefore, according to [Stachó JMAA, Lemma],

T̃ t
11 =

[
e−ρt 0

−
∫ t

s=0

[
e−ρ(t−s)Us

0x
]
ds U t

0

]
,

T̃ t
22 =

[
1 0

−
∫ t

s=0
eρ(t−s)ε ds eρt

]
=

[
1 0

ρ−1(1− eρt)ε eρt

]
,

T̃ t
21 =

t∫
s=0

T̃ t−s
22 Ã21T̃

s
11ds =

t∫
s=0

T̃ t−s
22

[
−ε yT

ρ xT

]
T̃ s
11ds =

=
t∫

s=0

[
1 0

ρ−1(1− eρ(t−s))ε eρ(t−s)

]−e−ρsε− yT
( ∫ s

r=0
e−ρ(s−r)Ur

0dr
)
x yTUs

0

e−ρsρ − xT
( ∫ s

r=0
e−ρ(s−r)Ur

0dr
)
x xTUs

0

 ds.
In particular

T t
31 =

[
T̃ t
21

]
11

=
t∫

s=0

(−ε)e−ρs ds− yT
( t∫
s=0

s∫
r=0

e−ρ(s−r)Ur
0 dr ds

)
x =

= ερ−1(e−ρt − 1)− yT
( t∫
r=0

t∫
s=t−r

e−ρ(s−r)Ur
0 ds dr

)
x,

T t
32 =

[
T̃ t
21

]
12

=
t∫

s=0

[
yTUs

0

]
ds = yT

[ t∫
s=0

Us
0 ds

]
,

T t
41 =

[
T̃ t
21

]
21

=
t∫

s=0

[
ρ−1(1− eρ(t−s))ε(−e−ρsε) + eρ(t−s)e−ρsρ

]
ds−

−
t∫

s=0

[
ρ−1(1−eρ(t−s))εyT

( ∫ s

r=0
e−ρ(s−r)Ur

0dr
)
x+eρ(t−s)xT

( ∫ s

r=0
e−ρ(s−r)Ur

0dr
)
x
]
ds =

= ρ−1t+ρ−2(ε2+ρ)(eρt−e−ρt)/2−yT
[ t∫
r=0

t∫
s=t−r

ρ−1(1−eρ(t−s))εe−ρ(s−r)Ur
0 ds dr

]
x−
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−xT
[ t∫
r=0

t∫
s=t−r

eρ(t−s)e−ρ(s−r)Ur
0 ds dr

]
x =,

T t
42 =

[
T̃ t
21

]
22

=
t∫

s=0

[
ρ−1(1− eρ(t−s))εyT + eρ(t−s)xT

]
Us
0ds =

= yT
[ t∫
s=0

ερ−1(1− eρ(t−s))Us
0ds

]
+ xT

[ t∫
s=0

eρ(t−s)Us
0ds

]
.

It is well-known [Deddens, Stachó JMAA] that [U t
0 : t ∈ R+] embeds into a c0-group of

isometries of some covering complex Hilbert space Ĥ ⊃ H with conjugation. Thus

U t
0z =

∫
λ∈R

eiλt dP (λ) z
(
z ∈ Re(H)

)
in terms of a spectral measure P : Λ(⊂ R Borelian)→

{
orthogonal projections on Ĥ

}
.

Since the operators U t
0 ≡ U t

0 (t ∈ R+) are real and unitary, necessarily

∫
λ∈R

eiλtdP (λ) =
∫

λ∈R

e−iλtdP (λ) =
∫

λ∈R

eiλtdP (−λ) for all t ≥ 0.

We achieve formulas suitable for treating the entries T t
k,ℓ which involve integrations of

[U t
0 : t ∈ R+] with the aid of the Laplace transform in terms of the functional calculus

[Halmos] FP : C(R) → L(H),

Fφ :=
∫

λ∈R

φ(λ) dP (λ), FλΦ(λ, t) :=
∫

λ∈R

ϕ(λ, t) dP (λ).

Carrying out the integrations
∫
s
,
∫
r
, it is immediate that

T t =


e−ρt 0 0 0[
Fτ t12

]
x

[
Fλe

iλt
]

0 0

τ t,031 + yT
[
Fτ t,131

]
yT

[
Fτ t32

]
x 1 0

τ t,041 + xT
[
Fτ t,141

]
+ yT

[
Fτ t,241

]
xT

[
Fτ t,142

]
+ yT

[
Fτ t,242

]
(1− eρt) ερ eρt

 where

τ t21 = −
t∫

s=0

e−ρ(t−s)eiλs ds = −e−ρt (e
iλt − 1)

iλ
, τ t,031 (λ) = ε

(e−ρt − 1)

ρ
,

τ t,131 (λ) = −
(
e−ρt + e(ρ+iλ)t − 2eiλ

)
+ iλeiλt(eρt − 1)/ρ

(2ρ+ λi)(ρ+ λi)
, τ t32(λ) =

eiλt − 1

iλ
,

τ t,041 (λ)=
t

ρ
+
(ε2+ρ)(eρt−e−ρt)

2ρ2
, τ t,141 (λ)=

ρ(3eiλt−2e−ρt−e(2ρ+iλ)t)+iλeiλt(1−e2ρt)
2ρ(ρ+ λi)(3ρ+ λi)

,
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τ t,241 (λ) = ε
12iρ3(1− eiλt) + ρ2λ

(
4e−ρt − 6eρt + 2 + eiλt(2e2ρt − 6eρt + 4)

)
2ρ2λ(iλ+ 2ρ)(iλ− ρ)(iλ+ 3ρ)

+

+ε
iρλ2

(
eiλt(−3− e2ρt + 4eρt)− 5eρt − 3e−ρt + 8

)
2ρ2λ(iλ+ 2ρ)(iλ− ρ)(iλ+ 3ρ)

+

+ε
λ3

(
eρt − 2 + e−ρt + eiλt(e2ρt − 2eρt + 1)

)
2ρ2λ(iλ+ 2ρ)(iλ− ρ)(iλ+ 3ρ)

,

τ t,142 =
eρt − eiλt

ρ− iλ
, τ t,142 = ε

−iρI − λ+ λeρt + iρeλt

λ(iλ− ρ)ρ
.

Finally we calculate the terms U3,ℓ from (∗) and substitute them into (V′′) to achieve the

closing result.

Theorem. Let [Ψt : t ∈ R+] be a c0-semigroup of holomorphic Carathéodory isometries

of the unit ball of the spin factor S := SPIN(H, ·) such that Φt(e) = e (t ∈ R+) for some

extreme point e of the unit ball. Then there exists a c0-group [Ψ̂t : t ∈ R] of holomorphic

Carathéodory isometries of the unit ball of a spin factor Ŝ := SPIN(Ĥ, ·) with Ĥ ⊃ H and

with conjugation extending that in S with the dilation property

Ψt = Ψ̂t|H (t ∈ R+).

Furthermore the dilation group [Ψ̂t : t ∈ R+] is Möbius equivalent to a a c0-group with

Vesentini-generator of the form

G′ =W


−ρ 0 0 0
−x M̂0 y 0
−ε yT 0 0
ρ xT −ε ρ

W−1 with W :=


1 0 0 1
0 I0 0 0
0 0 0 1
0 0 1 0


where M̂0 = −[M̂0]

T is a possibly unbounded skew-selfadjoint extension of the operator

M0 to Ĥ and Î0 := Id
Ĥ⊖Ce

. In terms of the spectral decomposition M̂0 =
∫

λ∈R

(iλ) dP (λ),

the maps Φt can be written as finite rational expressions of the terms
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z, eεt, eρt, x, y, xT , yT,
∫

λ∈R

τ t,jk,ℓ dP (λ),Laplace
−1(Laplace(wΩ)/[1− Laplace(wΩ))

with a function wΩ(t) := e−Ωt
t∫

s=0

∫
λ∈R

eiλs d⟨y|P (λ)y⟩ ds for suitable large Ω.

Case (2) As we have seen, up to Möbius equivalence, we may assume that the Vesentini

generator G′ has the form

G′ =


0 2ρ2−ε
ε−2ρ2 0

xT
1

−xT
2

ρ1 ρ2

ρ2 −ρ1

−x1 x2 M0 x1 x2
ρ1 ρ2

ρ2 −ρ1

xT
1

xT
2

0 −ε
ε 0

.
We can take it into a convenient quasi lower triagular form as

T−1G′T =


−ρ1 ε− ρ2 0 2ε 0
ρ2 − ε −ρ1 0 0 2ε
x2 −x1 M0 0 0
ρ1 ρ1 xT1 ρ1 −ε− ρ2
−ρ1 −ρ2 xT2 ρ2 + ε ρ1

 with T :=


0 1 0 1 0
1 0 0 0 −1
0 0 I0 0 0
0 0 0 1 0
0 0 0 0 1

.
In terms of

(
C2 ⊕H⊖ [Cu⊕Cv]⊕C2

)
-blocking,

T−1G′T =

−ρ 0 0
x M0 0
µ xT ρ

 with ρ :=

[
ρ1 ε− ρ2

−(ε− ρ2) ρ1

]
, µ :=

[
ρ1 ρ2
ρ2 −ρ1

]
.

It follows (from the triangular lemma [Stachó JMAA]) that

Gt =

 exp(−tρ) 0 0
Gt

21 U t
0 0

Gt
31 Gt

32 exp(tρ)

 with

Gt
21 =

t∫
s=0

Us
0x exp

(
(s− t)ρ

)
ds, Gt

32 =
t∫

s=0

exp
(
(t− s)ρ

)
xTUs

0 ds,[
Gt

31 G
t
32

]
=

t∫
r=0

Gt−r
33

[
µ xT

] [Gr
11 0

Gr
21 Gr

22

]
dr i.e. Gt

31 =
t∫

r=0

Gt−r
33

[
µGr

11 + xTGr
21

]
dr,

Gt
31 =

t∫
r=0

exp
(
(t− r)ρ

)[
µ exp

(
− rρ

)
+

r∫
s=0

xTUs
0x exp

(
(s− r)ρ

)
ds
]
dr

Since exp
(
t
[
0 1
−1 0

])
=

[
cos t sin t
− sin t cos t

]
, here we have

exp
(
tρ
)
= eρ1t

[
cos

(
t(ε− ρ2)

)
sin

(
t(ε− ρ2)

)
− sin

(
t(ε− ρ2)

)
cos

(
t(ε− ρ2)

) ].
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Problem. z ∈ D ⇒? z ∈ D
(
i.e. t 7→ Utz diff. ⇒? t 7→ Utz diff.

)
[YES]

Lemma. ∃x t 7→ Utx,Utx diff. =⇒ ∃ t 7→ εt ∈ {±1} t 7→ εtκt diff.

Proof. t 7→ Utx = κtVtx = κtVtx diff.

t 7→ ⟨κtVtx|κtVtx⟩ = κ2t diff.

∀h ∈ R ∃ Ih open intv. around h, Re(κ2t/κ
2
h) > 0 (t ∈ Ih)

. . . , J−2, J−1, J0, J1, J2, . . . chain of intervals Jk ⊂ Ihk
(k = 0,±1, . . .)

∃ k 7→ νk ∈ {±1} εt := νksgn(κt/κh) (t ∈ Jk) well-def. and suits

Corollary. F ∩ conj(F) ̸= 0 ⇒ F = conj(F)

Proof. 0 ̸= x ∈ F ∩ conj(F) ⇒ t 7→ Utx,Utx diff. ⇒ tεtκt, εtκ
−1
t diff.

z ∈ F ⇒ t 7→ εtVtz = εtκ
−1
t Utz diff. ⇒ t 7→ conj

(
εtκ

−1
t Vtz

)
= Utz diff.

Proposition. F is closed under conjugation in any case.

Proof. The only case of a JB∗-subtriple H such that H∩ conj(H) = 0 is if H is a Hilbert

space spanned by a collinear grid {2−1/2(uk + ivk) : k ∈ K} where {ak, bk : k ∈ |K} is ⟨·|·⟩-

orthononormed. Also TRIP(H) = {w + iT (w) : w ∈ G, ⟨w|w⟩ = 1/2} with some subspace

G ⊂ Re(E) and an isometry T : Sphere(G) → Re(E). The case F = H is impossible:

then t 7→ at = wt + iT (wt) diff. ⇒ t 7→ at = wt − iT (wt) diff. ⇒ {at, at : t ∈ R} ⊂ F.

Assumption without loss of gen.: Ut = κtVt, t 7→ κt diff.

Notation: F⊥ := {x ∈ E : ⟨x|F⟩ = 0}. ( ̸= F⊥Jordan)

Proposition. E = F (i.e. F⊥ = 0).
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Proof. F = conj(F)⇒ F⊥ = conj(F⊥) spin factor. dim(F⊥) > 0⇒∃ y ∈ F⊥ 0 ̸= y = y

Calculate t 7→ Φt(y) =Ma(t) ◦ Uty.

Ma(x) = a+B(a)1/2[1+L(x, a)]−1x, B(a) = 1−2L(a)+Q2
a : z 7→ z−2{aaz}+{a{aza}a}

y ∈ F⊥, a ∈ F ⇒ ⟨y|f⟩ = ⟨y|f⟩ = 0 (f ∈ F)

{fgy} = ⟨f |g⟩y + ⟨y|g⟩f − ⟨y|f⟩g = ⟨f |g⟩y, {fyg} = ⟨f |y⟩g + ⟨g|y⟩f − ⟨g|f⟩y = −⟨g|f⟩y

x1 + y1 = (1 + L(y, a))−1y

y = (1 + L(y, a))(x1 + y1) = x1 + y1 + {yax1}+ {yay1}

0 = x1 − ⟨y|y1⟩a (F-component), y = y1 + ⟨x1|a⟩y (F⊥-component)

γ = γ(y, y1) := ⟨y|y1⟩ = ⟨y1|y⟩

x1 = ⟨y|y1⟩a = γa, y1 = (1− ⟨x1|a⟩)y = (1− γ⟨a|a⟩)y

γ = ⟨y1|y⟩ = (1− γ⟨a|a⟩)⟨y|y⟩, =⇒ γ =
⟨y|y⟩

1 + ⟨a|a⟩⟨y|y⟩

[1 + L(y, a)]−1y = x1 + y1 = γa+ (1− γ⟨a|a⟩)y =
⟨y|y⟩a+ y

1 + ⟨a|a⟩⟨y|y⟩

z ⊥ F ⇒ B(a)z = z − 2{aaz}+ {a{aza}a} = z − 2⟨a|a⟩z + |⟨a|a⟩|2z

B(a)1/2z = β(a)z β(a) :=
√

1− 2⟨a|a⟩+ |⟨a|a⟩|2

Uty = κtVty, t 7→ ⟨Uty|Uty⟩ = κ2t ⟨y|y⟩ diff.

t 7→ Φt(y) =Ma(t) ◦ Uty = a(t) +B(a(t))1/2[1 + L(Uty, a(t))]
−1Uty =

= a(t) + β(a(t))
⟨y|y⟩a(t) + Uty

1 + ⟨a(t)|a(t)⟩⟨y|y⟩

IF dim(F⊥ = 1 THEN Vty = y and Tty = κty =⇒ dim(F⊥) = 1 impossible

CASE dim(F⊥) > 1
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We can find y ∈ F⊥ with 0 ̸= y ⊥ y

Calculate t 7→ Φt(x+ y) =Ma(t) ◦ Ut(x+ y).

Ma(x + y) = a + B(a)1/2[1 + L(x + y, a)]−1(x + y), B(a) = 1 − 2L(a) + Q2
a : z 7→

z − 2{aaz}+ {a{aza}a}

y ∈ F⊥, a ∈ F ⇒ ⟨y|f⟩ = ⟨y|f⟩ = 0 (f ∈ F)

{fgy} = ⟨f |g⟩y + ⟨y|g⟩f − ⟨y|f⟩g = ⟨f |g⟩y, {fyg} = ⟨f |y⟩g + ⟨g|y⟩f − ⟨g|f⟩y = −⟨g|f⟩y

x1 + y1 = (1 + L(x+ y, a))−1(x+ y)

x+ y = (1 + L(x+ y, a))(x1 + y1) = x1 + y1 + {xax1}+ {xay1}+ {yax1}+ {yay1}

x = x1+{xax1}−⟨y|y1⟩a (F-component), y = y1+⟨x|a⟩y1+⟨x1|a⟩y (F⊥-component)

γ0 = γ0(x1, a) :=
(
1− ⟨x1|a⟩

)
/(1 + ⟨x|a⟩

)
y1 = γ0y

Consider vectors y with 0 ̸= y ⊥ y: x = x1 + {xax1} −
⟨
y
∣∣γ0 y⟩a = x1 + {xax1}

x1 = [1 + L(x, a)]−1x, y1 =
1− ⟨[1 + L(x, a)]−1x|a⟩

1 + ⟨x|a⟩
= γ(x, a)y

x2 + y2 = B(a)1/2(x1 + y1)

Ma(x+ y) = a+B(a)1/2(x1 + y1) = a+B(a)1/2
(
[1 + L(x, a)]−1x+ γ(x, a)y

]
=

=Ma(x) + γ(x, a)B(a)1/2y if y ⊥ y ∈ F⊥

z ⊥ F ⇒ B(a)z = z − 2{aaz}+ {a{aza}a} = z − 2⟨a|a⟩z + |⟨a|a⟩|2z

B(a)1/2z = β(a)z β(a) :=
√

1− 2⟨a|a⟩+ |⟨a|a⟩|2

If y ⊥ y ∈ F⊥ then Uty ∈ F⊥, ⟨Uty|Uty⟩ = ⟨κtVt|κtVty⟩ = κ2t ⟨y|y⟩ = 0,

Φt(x+ y) =Ma(Utx+ Uty) =Ma(t)(Utx) + β(a(t))γ(Utx, a(t))Uty =
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= Φt(x) + β(a(t))γ(Utx, a(t))Uty

γ(0, a) ≡ 0, t 7→ a(t) diff. ⇒

t 7→ Φt(y) = Φt(0)︸ ︷︷ ︸
a(t)

+β(a(t))y diff. whenever y ⊥ y ∈ Ball(F⊥)

Thus 0 ̸= y ∈ F⊥ = 0 contradiction if we assume dim(F⊥) > 1

Proof. F = conj(F)⇒ F⊥ = conj(F⊥) spin factor. dim(F⊥) > 1⇒∃ y ∈ F⊥ 0 ̸= y ⊥ y

Calculate the effect of Φt =Ma(t) ◦ Ut on F⊥.

Ma(x) = a+B(a)1/2[1+L(x, a)]−1x, B(a) = 1−2L(a)+Q2
a : z 7→ z−2{aaz}+{a{aza}a}

y ∈ F⊥ ⇒ ⟨y|f⟩ = ⟨y|f⟩ = 0 (f ∈ F)

{fgy} = ⟨f |g⟩y + ⟨y|g⟩f − ⟨y|f⟩g = ⟨f |g⟩y, {fyg} = ⟨f |y⟩g + ⟨g|y⟩f − ⟨g|f⟩y = −⟨g|f⟩y

x1 + y1 = (1 + L(x+ y, a))−1(x+ y)

x+ y = (1 + L(x+ y, a))(x1 + y1) = x1 + y1 + {xax1}+ {xay1}+ {yax1}+ {yay1}

x = x1 + {xax1} − ⟨y|y1⟩a, y = y1 + ⟨x|a⟩y1 + ⟨x1|a⟩y

y1 =
1− ⟨x1|a⟩
1 + ⟨x|a⟩

y = γ0(x1, a)y

Consider vectors y with y ⊥ y: x = x1 + {xax1} − ⟨y|γ0y⟩a = x1 + {xax1}

x1 = [1 + L(x, a)]−1x, y1 =
1− ⟨[1 + L(x, a)]−1x|a⟩

1 + ⟨x|a⟩
y = γ(x, a)y (y ⊥ y)

x2 + y2 = B(a)1/2(x1 + y1)

Ma(x+ y) = a+B(a)1/2(x1 + y1) = a+B(a)1/2
(
[1 + L(x, a)]−1x+ γ(x, a)y

]
=

=Ma(x) + γ(x, a)B(a)1/2y if y ⊥ y ∈ F⊥

z ⊥ F ⇒ B(a)z = z − 2{aaz}+ {a{aza}a} = z − 2⟨a|a⟩z + |⟨a|a⟩|2z

B(a)1/2z = β(a)z β(a) :=
√

1− 2⟨a|a⟩+ |⟨a|a⟩|2
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If y ⊥ y ∈ F⊥ then Uty ∈ F⊥, ⟨Uty|Uty⟩ = ⟨κtVt|κtVty⟩ = κ2t ⟨y|y⟩ = 0,

Φt(x+ y) =Ma(Utx+ Uty) =Ma(t)(Utx) + β(a(t))γ(Utx, a(t))Uty =

= Φt(x) + β(a(t))γ(Utx, a(t))Uty

γ(0, a) ≡ 0, t 7→ a(t) diff. ⇒
t 7→ Φt(y) = Φt(0)︸ ︷︷ ︸

a(t)

+β(a(t))y diff. whenever y ⊥ y ∈ Ball(F⊥)

Thus 0 ̸= y ∈ F⊥ = 0 contradiction if we assume dim(F⊥) > 1

x1 := Φt(x), y1 := β(a(t))γ(Utx, a(t))Uty ⟨y1|y1⟩ = 0

Φt+h(x+ y) = Φh
(
Φt(x+ y)

)
= Φh(x1 + y1) = Φh(x1) + β(a(h))γ(Uhx1, a(h))Uhy1 =

= Φt+h(x) + β(a(h))γ
(
(UhΦ

t(x), a(h)
)
β(a(t))γ

(
(Utx, a(t)

)
UhUty

Φt+h(x+ y) = Φt+h(x) + β(a(t+ h))γ
(
Ut+hx, a(t+ h)

)
Ut+hy

UhUty =
β(a(h))γ

(
UhΦ

t(x), a(h)
)
β(a(t))γ

(
Utx, a(t)

)
β(a(t+ h))γ

(
Ut+hx, a(t+ h)

) Ut+h

(
Span{admissible y}=F⊥)

x := 0 ⇒ x1 = Φt(x) = a(t), Φh(x1) = a(t+ h), γ(0, a) = 1

UhUt = λ(h, t)Ut+h, λ(h, t) :=
β(a(h))γ

(
Uha(t), a(h)

)
β(a(t))

β(a(t+ h))
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Formula for Möbius transformations in SPIN factor

Ma(x) = a+B(a)1/2[1 + L(x, a)]−1x

Consider the case when {a, a, z, z} ORTN wrt. ⟨·|·⟩ and ⟨a|a⟩ = ⟨z|z⟩ = 1/2.

Well-known: a, a, z, z TRIPs, moreover

Ja,z :
[
α β
γ δ

]
7→ αa+ βz + γz + δa JB*-isom. Mat(2, 2,C) ↔ Span{a, z, z, a}

Hence, with A :=
[
λ 0
0 µ

]
, X :=

[
α β
γ δ

]
,

Mλa+µa(αa+ βz + γz + δa) = Ja,zM[λ 0
0 µ ]

([
α β
γ δ

])
=

= Ja,z

(
[1−AA∗]−1/2

(
X +A

)(
1 +A∗X

)−1
[1−A∗A]1/2

)
=vazlat2.mws=

= Ja,z

 −α−αµδ−λ−λµδ+βµγ

−1−µδ−λα−λαµδ+λβµγ

β(λλ−1)
√

1−µµ√
1−λλ(−1−µδ−λα−λαµδ+λβµγ)

γ(−1+µµ)
√

1−λλ√
1−µµ(−1−µδ−λα−λαµδ+λβµγ)

λβγ−δ−λαδ−µ−µλα

−1−µδ−λα−λαµδ+λβµγ

 =

= Ja,z

 α+αµδ+λ+λµδ−βµγ

1+µδ+λα+λαµδ−λβµγ

β
√

(1−|λ|2)(1−|µ|2)
1+µδ+λα+λαµδ−λβµγ

γ
√

(1−|λ|2)(1−|µ|2)
1+µδ+λα+λαµδ−λβµγ

δ+λαδ+µ+µλα−λβγ

1+µδ+λα+λαµδ−λβµγ


=

1

1+µδ+λα+λαµδ−λβµγ
Ja,z

[
α+αµδ+λ+λµδ− βµγ β

√
(1− |λ|2)(1− |µ|2)

γ
√

(1− |λ|2)(1− |µ|2) δ+λαδ+µ+µλα−λβγ

]

=
1

(1+µδ)(1+λα)−λβµγ
Ja,z

[
α+αµδ+λ+λµδ− βµγ β

√
(1− |λ|2)(1− |µ|2)

γ
√

(1− |λ|2)(1− |µ|2) δ+λαδ+µ+µλα−λβγ

]
(X +A)(1 +A∗X)−1 = 1

det(A) (X +A)[1 + (A∗X)∼] where
[
ξ η
ζ ω

]∼
:=

[
ω −η
−ζ ξ

]
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Fractional linear approach to spin factors

H Hilbert space (no conjugation is fixed)

Remark. The general form for spin factors is the following:

A subtriple S of L(H) is a spin factor if (and only if) S2 ∈ C idH, S
∗ ∈ S whenever S ∈ S.

In the case the conjugation on S is simply taking adjoints,

the scalar product on S is given by
⟨
A
∣∣B⟩

idH = 1
2

(
AB∗ +B∗A

)
.

By a result of [Upmeier], every J*-derivation of S is a weak*-limit of linear combinations

X 7→
∑
j

i
{
AjA

∗
jX

}
=
i

2

∑
j

[
AjA

∗
jX +XA∗

jAj

]
.

Since the left and right multiplication operators LZ : X 7→ ZX resp. X 7→ XZ commute,

we have

exp
[
X 7→

∑
j

i
{
AjA

∗
jX

}]
= exp

(∑
j

iAjA
∗
j

)
X exp

(∑
j

iA∗
jAj

)
.

Since all surjective linear isometries of a JB*-triple are exponentials of J*-derivations

[Kaup], it follows that

U is a surj. lin. S-isometry ⇐⇒ ∃U, V H-unitary USV = S, U = U ⊗ V : X 7→ UXV .

In particular, every holomorphic automorphism Φ of Ball(S) has the form

Φ =MA ◦ U = [X 7→ UMA(X)V ].
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Observe [Isidro-Stacho] that

MA : X 7→ (1−AA∗)−1/2(X +A)(1−A∗X)−1(1−A∗A)1/2

is of fractional linear form extending automatically to Ball(L(H)).

Question. Are the non-surjective linear isometries of S of the form U ⊗ V ?

We shall identify the operators in S with their matrices with respect to ortonormed basis

in (H). Actually this means that

.......................

.......................

Lemma. Suppose K is a Hilbert space and R,S ∈ L(K) are orthogonal reflections (self-

adjoint operators with R2 = S2 = 1) such that RS + SR = 0. Then there exist a unitary

operator W ∈ L(K) such that, in matrix form, we can write

R = U

[
1 0
0 −1

]
U∗, S = U

[
0 1
1 0

]
U∗.

Proof. The two eigensubspaces K(ε) := {x : Rx = εx} (ε = ±1) or R span the underlying

space orthogonally: K = K(1) ⊕K(−1) and hence R has the matrix form

R = V

[
1 0
0 −1

]
V ∗ with some unitary operator U ∈ L(K).

In terms of the decomposition K = K(1) ⊕ K(−1), we can write S = V

[
s11 s12
s21 s22

]
V ∗

where s11 = s∗11, s22 = s∗22 and s21 = s∗12 because S = S∗.

Then the relation RS + SR = 0 means that we have

0 = (V ∗RV )(V ∗SV ) =

[
1 0
0 −1

] [
s11 s12
s21 s22

]
+

[
s11 s12
s21 s22

] [
1 0
0 −1

]
=

[
2s11 0
0 2s22

]
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implying S = V

[
0 s12
s∗12 0

]
V ∗. Since S2 = 1 i.e. (V ∗SV )2 = 1, also[

1 0
0 1

]
=

[
0 s12
s∗12 0

]2
=

[
s12s

∗
12 0

0 s∗12s12

]
i.e. S is an isometry K(1) ↔ K(−1).

In matrix terms it follows that s12 is a unitary operator: s12s
∗
12 = s∗12s12 = 1(= Id) and

we have the unitary equivalence[
0 s12
s∗12 0

]
=

[
s12 0
0 1

] [
0 1
1 0

] [
s∗12 0
0 1

]
=

[
s12 0
0 1

] [
0 1
1 0

] [
s12 0
0 1

]−1

.

Hence we obtain the statement of the lemma with the unitary operator U := V

[
0 1
1 0

]
.

Lemma. Let H = H1 ⊕H1 be an orthogonal decomposition and let A,B,C,D ∈ Re(S)

be an orthonormed set such that A =

[
1 0
0 −1

]
, B =

[
0 1
1 0

]
. Then we can find a

unitary operator U =

[
u 0
0 u

]
such that

UAU∗ = A, UBU∗ = B, UCU∗ =

[
0 i 0

0 −i
−i 0
0 i 0

]
, UDU∗ =

[
0 0 i

i 0
0 −i
−i 0 0

]
with respect to some orthogonal decomposition H1 = H2 ⊕H2.

Proof. We can write C =
[
c11 c12
c21 c22

]
, D =

[
d11 d12

d21 d22

]
with suitable operators ckℓ, dkℓ ∈

L(H1). The relation C ⊥ A means that

0 = 2⟨A|C⟩ = AC∗ + C∗A = AC + CA =
[
1 0
0 −1

][
c11 c12
c21 c22

]
+
[
c11 c12
c21 c22

][
1 0
0 −1

]
=

[
2c11 0
0 2c22

]
implying c11 = c22 = 0. The operator C is self-adjoint as belonging to Re(S). Hence

C =
[
0 c12
c∗12 0

]
. The consequence of the realtion C ⊥ B is

0 = 2⟨B|C⟩ = BC∗ +B∗C = BC + CB =
[
0 1
1 0

][
0 c
c∗ 0

]
+

[
0 c
c∗ 0

][
0 1
1 0

]
=

[
c∗12+c12 0
0 c12+c∗12

]
implying that c12 = ic for some self-adjoint operator c ∈ L(H1).

Also, by assumption, we have C2 = 1(= IdH) that is
[
1 0
0 1

]
=

[
0 ic
−ic 0

]2
=

[
c2 0
0 c2

]
.
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It follows c2 = 1(= IdH1), thus is the operator c is an orthogonal reflection.

Similar arguments apply for D. Therefore

C =

[
0 ic

−ic 0

]
, D =

[
0 id

−id 0

]
with c = c∗, d = d∗, c2 = d2 = 1.

Finally we proceed to the consequences of the relation C ⊥ D:

0 = 2⟨C|D⟩ = CD +DC =

[
cd+ dc 0

0 cd+ dc

]
.

We can apply the previous lemma with R := c and S := d with the conclusion that

c = u

[
1 0
0 −1

]
u∗, d = u

[
0 1
1 0

]
u∗ for some unitary u ∈ L(H1.

We can check by immediate calculation that the statement of the lemma holds with the

unitary operator matrix U :=

[
u 0
0 u

]
.
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FRACTIONAL LINEAR FORMS

A =

[
A B
C D

]
∈ L(H1,H2),

F(A) : X 7→ (AX +B)(CX +D)−1 =
[
A(X 1)T

]
1

[
A(X 1)T

]−1

2

F(AB) = F(A) ◦ F(B)

Ma = F(Ma), Ma = diag

(
(1− aa∗)−1/2

(1− a∗a)−1/2

)[
1 a
a∗ 1

]
Surj. lin. isom: X 7→ UXV ∗, unitary U ∈ L(H1), unitary V ∈ L(H2)

Φt := F(At),
[
ϕt : t ∈ R

]
str.cont,1prg.

At = Ma(t)diag(Ut, Vt)

Attention: U ⊗ V ∗ = F
(
diag(U, V )

)
= F

(
κdiag(U, V )

)
with any κ ∈ T

Adjusted str.cont.: [Stachó JMAA 2010, Cor. 2.6] can be applied with linear isomeries

instead of unitary operators

∃ t 7→ κ(t) ∈ T t 7→ κ(t)Ut, t 7→ κ(t)Vt str.cont.

Case of E = L(H1,H2) with r := dim(H2) <∞

We consider only str.cont.1-prgroups [Ψt : t ∈ R] in Aut(B)

Recall. Ψt =Ma(t) ◦ Ut, a(t) = Ψt(0),

Ma : x 7→ [1−aa∗]−1/2(x+a)[1+a∗x]−1[1−a∗a]1/2, Ut : X 7→ utXv
∗
t (ut, vt unitary)

Strong continuity: Ψt(x) = x+ onorm(1) = x+ gt, gt → 0 (t→ 0)

Remark. If [Ψt : t ∈ R+] is a str.cont.1-prsemigroup in of Carathéodory isometries of

B then, by [Vesentini (1994), Thm. 4.3 (p.539)], we have the same formula with each ut
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being a linear not necessarily surjective isometry.

a(t+h) = a(t)+onorm(1), Ma(t+h)(x) =Ma(t)(x)+gt,h,x, sup
∥x∥≤1

∥gt,h,x∥ = o(1) for h→ 0

∀ ε > 0 ∃ δ > 0 Ψt : (1 + δ)B → (1 + ε)B well-defined (|t| < δ)

M−1
a =M−a, t 7→ Ut =M−a(t) ◦Ψt str.cont.

[Stachó JMAA 2010, Cor.2.6] ⇒ ∃ t 7→κ(t)∈T t 7→κ(t)ut, κ(t)vt str.cont. (pointwise cont)

F
(

A B
C D

)
: x 7→ (Ax+B)(Cx+D)−1

Ψt = Fdiag
[
(1−a(t)a(t)∗)−1/2

(1−a(t)∗a(t))−1/2

] [
1 a(t)
a(t)∗ 1

]
diag

[
κ(t)ut

κ(t)vt

]
Ψt = F

[
At Bt

Ct Dt

]
, t 7→At, Bt, Ct, Dt str.cont. determined up to a cont. factor t 7→κ(t)∈T

Ψt+h = Ψt ◦Ψh =⇒
[
At+h Bt+h

Ct+h Dt+h

]
= λ(t, h)

[
At Bt

Ct Dt

] [
Ah Bh

Ch Dh

]
∃! λ(t, h) ∈ T

Assumptions without loss of gen. up to Möbius equ.:

(0) 0 ∈ dom(Ψ′) i.e. t 7→ a(t) = Ψt(0) diff.

(1) AtAh = λ(t, h)At+h, λ(t, h) ∈ T = {ζ ∈ C : |ζ| = 1}

(2) At =

[
At Bt

Ct Dt

]
t 7→ At, Bt, Ct, Dt str.cont. A0 =

[
1 0
0 1

]
(3)∗ ∃ common fixed point (by reflexivity): F(At)E = E (t∈R).

λ(t, h) = A−(t+h)AtAh cont. in t, h (prod. of unif.bded. str.cont. lin. maps)

Ψt(E) = E, E = F(At)(E) = F
[
At Bt

Ct Dt

]
(E) = (AtE +Bt)(CtE +Dt)

−1

AtE +Bt =
[
At

(
E
1

)]
1
, CtE +Dt =

[
At

(
E
1

)]
2

St := [At(E 1)T
]
2
= CtE +Dt.

At(E 1)T =
[
AtE+Bt

CtE+Dt

]
=

[
ESt

St

]
= (E 1)TSt,
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StSh = λ(t, h)St+h

Lemma. [St : t ∈ R] Abelian family, λ(t, h) ≡ λ(h, t).

traceAB = traceBA in finite dim.

trace(StSh) = λ(t, h)trace(St+h), trace(ShSt) = λ(h, t)trace(St+h)

[λ(t, h)− λ(h, t)]trace(St+h) = 0

trace(StSh) → trace(S0) = trace 1 = dim(H2) (t, h→ 0).

∃ ε > 0 λ(t, h) = λ(h, t) (|t|, |h| < ε).

St ⌣ Sh for |t|, |h| < ε.

u, v ∈ R, u/m, v/m ∈ (−ε, ε),

Su = λ̃Sm
u/m, Sv = µ̃Sm

v/m ∃ λ̃, µ̃ ∈ T, =⇒ Su ⌣ Sv Q.e.d.

Remark: In infinite dimensions, AB = λBA ̸= 0 ̸⇒ A ⌣ B even if λ ∈ T.

Example: A : en 7→ en+1 (n = 0,±1, . . .) bilateral shift, B : en 7→ λnen.

Remark: Even in r <∞ dimensions, with λr = 1, ∃ A,B AB = λBA ̸= 0, A ̸⌣ B.

Example: e0, . . . , er−1 orthn. basis, A : e0 7→ e1 7→ e2 7→ · · · er−1 7→ e0, B : ek 7→ λkek.

Proposition. ∃ t 7→ µ(t) ∈ C0 := C \ {0} cont., µ(0) = 1 such that

[µ(t)St : t ∈ R], [µ(t)At : t ∈ R] str.cont.1prg.

Proof. Lemma ⇒ S := Span{St : t ∈ R(+)} Abelian algebra with unit S0 = 1.

M : S → C nontriv. mult. functional. (actually ∃ 0 ̸= x ∈ H2 Sx =M(S)x (x ∈ S)).

M(St)M(Sh) =M(StSh) = λ(t, h)M(St+h), M(St) ̸= 0 since St is invertible
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Define µ(t) := 1|/M(St) (Triv: t 7→ µ(t) cont. µ(0) = 1)

µ(t)Stµ(h)Sh =
1

M(St)M(Sh)
StSh =

λ(t, h)

M(St)M(Sh)
St+h =

=
M(St)M(Sh)/M(St+h)

M(St)M(Sh)
St+h =

1

M(St+h)
St+h = µ(t+ h)St+h

Assumptions (by passing to µ(t)St, µ(t)At=Ma(t)diag
[
µ(t)ut

µ(t)vt

]
for St,At) : (1),(2),(3)+

(4) [St : t ∈ R(+)] cont. 1prsg in L(H2) for St := CtE +Dt

A′ :=
d

dt

∣∣∣
t=0

At =

{[
x
y

]
7→ d

dt

∣∣∣
t=0

[
At Bt

Ct Dt

] [
x
y

]}
=

{[
x
y

]
: t 7→ utx, vty diff.

}
D := dom(A′) = dom(u′)⊕ dom(v′) = dom(U ′)⊕H2 since dim(H2) <∞.

A′ is of H1 ⊕H2-split matrix form since D = D1 ⊕D2 (by def.)

Observation: t 7→ Φt(X) diff. whenever
[
Xy
y

]
∈ D ∀ y ∈ H2.

Proof: X ∈ L(H1,H2) =⇒ since dim(H2) <∞,

t 7→ At

[
X
1

]
diff. ⇐⇒ t 7→ At

[
X
1

]
y = At

[
Xy
y

]
diff. ∀ y ∈ H2. Qu.e.d.

Remark. From the general theory we know: if 0 ∈ dom(Ψ′) then

dom(Ψ′) =
{
X : t 7→ Ut(X) differentiable

}
=

[
dense Jordan*-subtriple

]
∩B.

Since Ut : X 7→ utXv
∗
t , all the operators x⊗y∗ (x ∈ dom(u′), y ∈ H2) belong to dom(Ψ′).

Notation: b := a′ = d
dt

∣∣
t=0

a(t), A′ := d
dt

∣∣
t=0

At with dom(A′) :=
{
x : d

dt

∣∣
t=0

At exists
}
,

B′ := d
dt

∣∣
t=0

Bt, C
′ := d

dt

∣∣
t=0

Ct, D
′ := d

dt

∣∣
t=0

Dt analogously

Ψt(0) = a(t) = (At · 0 +Bt)(Ct · 0 +Dt)
−1 = BtD

−1
t

St = CtE +Dt, S′ := C ′E +D′ well-def. in finite dim.

At =
[
At Bt

Ct Dt

]
= diag

[ (1−a(t)a(t)∗)−1/2

(1−a(t)∗a(t))−1/2

][
1 a(t)
a(t)∗ 1

]
diag

[
ut

vt

]
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At = [1− a(t)a(t)∗]−1/2ut, Bt = [1− a(t)∗a(t)]−1/2a(t)vt,

Ct = [1− a(t)a(t)∗]−1/2a(t)∗ut, Dt = [1− a(t)∗a(t)]−1/2vt

By assumption we consider the case 0 ∈ dom(Ψ′) i.e. if b = a′ is well-def.

A′ = u′, B′ = a′v0 + a(0)v′ = b, C ′ = [a′]∗u(0) + a(0)∗u′ = b∗, D′ = v′

Hence can summarize the concusion of assumptions (0), . . . , (4) as follows:

Theorem. Up to Möbius equivalence may assume that

Ψt = F(At) where [At : t ∈ R] is a str.conr.1-prg. in L(H1 ⊕H2) ≡ L(H1,H2) such that

A′ =

[
u′ b
b∗ v′

]
H1 ⊕H2-split with dom(A′) = dom(u′)⊕H2; u

′, v′ i·symm. ( i·self-adj.).

We have At

[
E
1

]
=

[
E
1

]
St where [St : t ∈ R] is a cont.1-prg in L(H2 with S′ = b∗E + v′.

Furthermore we recall

At = Ma(t)diag(ut, vt) = diag

(
[1− a(t)a(t)∗]−1/2

[1− a(t)∗a(t)]−1/2

)[
1 a(t)

a(t)∗ 1

]
diag(ut, vt).

At = [1− a(t)a(t)∗]−1/2ut, Bt = [1− a(t)a(t)∗]−1/2a(t)vt,

Ct = [1− a(t)a(t)∗]−1/2a(t)∗ut, Dt = [1− a(t)a(t)∗]−1/2vt

dom(A′) = D1 ⊕H2, D1 = dom(A) = dom
(

d
dt

∣∣
t=0

ut
)
.

t 7→ a(t) = BtD
−1
t is differentiable, a(t) = tb+ o(t) at t = 0

A′ =

[
A′ B′

C ′ D′

]
=

[
u′ b
b∗ v′

]
, u′ := d

dt

∣∣
t=0

ut, v′ := d
dt

∣∣
t=0

vt.

Ψ′(X) = d
dt

∣∣
t=0

Ψt(X) = d
dt

∣∣
t=0

(AtX +Bt)(CX +Dt)
−1 =

= (A′X +B′)(C0X +D0)
−1 − (A0X +B0)(C0X +D0)

−1(C ′X +D′)(C0X +D0)
−1 =

= A′X +B′ −X(C ′X +D′) = u′X + b−Xb∗X −Xv′ = = b− {XbX}+ d
dt

∣∣
t=0

UtX
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At

[
E
1

]
=

[
At Bt

Ct Dt

] [
E
1

]
=

[
ESt

St

]
=

[
E
1

]
St

[St : t ∈ R] str.cont.1prg, S′ := d
dt

∣∣
t=0

St = gen[St : t ∈ R]

y ∈ H2 ⇒ t 7→ At

[
Ey
y

]
=

[
E
1

]
Sty diff.,

[
Ey
y

]
∈ dom(A′), Ey ∈ D1.

Projective translation: T :=

[
1 E

1

]
, T −1 :=

[
1 −E

1

]
Bt := T −1AtT , B′ := T −1AT

A′ = gen
[
At : t ∈ R

]
, B′ = gen

[
Bt : t ∈ R

]
, dom(B′) = T −1(D1 ⊕H2).

dom(B′) =
{
[d−Ey]⊕ y : d ∈ D1, y ∈ H2)

}
= D1 ⊕H2(= dom(A′)).

T −1

[
At Bt

Ct Dt

]
T =

[
1 −E

1

] [
At AtE +Bt

Ct CtE +Dt

]
=

[
1 −E

1

] [
At ESt

Ct St

]
=

=

[
At − ECt 0

Ct St

]
.

B′ = T −1A′T =

[
A′ − EC ′ 0

C ′ S′

]
=

[
u′ − Eb∗ 0

b∗ b∗E + v′

]
Wt :=

[
Bt

]
11

str.cont.1prg. W ′ = gen[Wt : t∈R] = A′ − EC ′ = u′ − Eb∗

St :=
[
Bt

]
22

str.cont.1prg. S′ = gen[St : t∈R] = C ′E +D′ = b∗E + v′

Triangular lemma [Stachó JMAA 2016, Lemma 3.8] ⇒

B′ = gen

[ [
Wt 0∫ t

0
St−hC

′Wh dh St

]
︸ ︷︷ ︸

Bt

: t ∈ R

]

Ψt = F (Bt) : X 7→WtX
[ ∫ t

0
St−hC

′WhX dh+ St

]−1
,

A′ = T B′T −1 = gen
[
At : t ∈ R

]
, T := F(T ) : X 7→ X + E

Φt = F
(
At

)
= F

(
T BtT −1

)
= T ◦Ψt ◦ T−1

Closed integrated form: For all X ∈ Ball
(
L(H1,H2)

)
,
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Φt(X) = E +Wt(X−E)

[ ∫ t

0

St−h C ′︸︷︷︸
b∗

Wh(X−E) dh+ St

]−1

.

Φt = F(At), At =

[
Wt + EJt ESt − (Wt + EJt)E

Jt St − JtE

]
, Jt :=

∫ t

0

St−hb
∗Wh dh

Vector fields

Φt(X) ∈ L(H1,H2)
[
H1 → H2 operators

]
t 7→ Φt(X) diff. ⇐⇒ t 7→ Φt(X)y diff. ∀ y (⇐ dim(H2) <∞.)

If ran(X) ⊂ D1

(
= dom([A′]11)

)
then

t 7→ Φt(X)y = [AtX +Bt][CtX +Dt]
−1y diff. ∀ y

Φ′ := d
dt

∣∣
t=0

Φt, dom(Φ′) = {X : ran(X) ⊂ D1}

Kaup type formula up to Möbius equ.:

Φ′(X)y = d
dt

∣∣
t=0

[AtX +Bt][CtX +Dt]
−1y = [A′X +B′]y −X[C ′X +D′]y =

=
[
b−Xb∗X + u′X −Xv′

]
y (ran(X) ⊂ D1, y ∈ H2)

Integration of Kaup’s type vector fields

Ω : X 7→ b−Xb∗X + u′X −Xv′ vector field on L(H1,H2), dim(H2) <∞

b ∈ L(H1,H2), u′ : D1 → H1 densely def. i·self-adj., v′ ∈ L(H2) i·self-adj.

Question. ∃? [Φt : t ∈ R] str.cont.1-prg. in Aut(B) such that Φ′ = Ω?

Assumption. E ∈ dom(Ω), ∥E∥ = 1, Ω(E) = 0. With the earlier construction, let

Φt(X) := E +Wt(X−E)

[ ∫ t

0
St−hb

∗Wh(X−E) dh+ St

]−1

Remark. Ω = Φ′(= d
dt

∣∣
t=0

Φt)
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New condition. If [At : t ∈ R] str.cont.1-prg and Φt = F(At) ∈ Aut(B) (t ∈ R) then,

with c(t) := Φt(0) = BtD
−1
t we have Φt = Mc(t) ◦ Ut with Ut = ut ⊗ v∗t , ut, vt unitary.

Hence, with tλ(t) ̸= cont. and t 7→ ut, vt str.cont.,

diag

[
[1− c(t)c(t)∗]−1/2

[1− c(t)∗c(t)]−1/2

] [
1 −c(t)

−c(t)∗ 1

]
At = λ(t)diag

[
ut
vt

]
, that is

(5a) [1− c(t)c(t)∗]−1/2[At − c(t)Ct] = λ(t)ut, (5b) Bt − c(t)Dt = 0,

(5c) −c(t)∗At + Ct = 0, (5d) [1− c(t)∗c(t)]−1/2[−c(t)∗Bt +Dt] = λ(t)vt

In particular (5b) is trivial and

0 = −(BtD
−1
t )∗At + Ct,

[At −BtD
−1
t Ct][Ae −BtD

−1
t Ct]

∗ = |λ(t)|2[1−BtD
−1
t (BtD

−1
t )∗],

[−(BtD
−1
t )∗Bt +Dt][−(BtD

−1
t )∗Bt +Dt]

∗ = |λ(t)|2[1− (BtD
−1
t )∗BtD

−1
t ]

Theorem. Given any b, E, u′, v′ satisfying (1), . . . , (4),

we have Φt ∈ Aut(B (t ∈ R).

Proof. It suffices to see only that each Φt maps the unit ball B into itself. We have

A′ = gen[At : t ∈ R] =

[
0 b
b∗ 0

]
+

[
u′ 0
0 v′

]
.

Since u′, v′ are i·self-adjoint (u′ possibly unbded),[
u′ 0
0 v′

]
= gen[Ũ t : t ∈ R], Ũ t := ũt ⊗ ṽt, [ũt : t ∈ R], [ṽt : t ∈ R] str.cont.unitary 1-prg.

Recall [Engel-Nagel, p.230 Ex. 3.11] that pointwise we have

At = lim
n→∞

[
exp

(
t
n

[
0 b
b∗ 0

])
U t/n

]n
=

= lim
n→∞

[[
Möbius matrix

][
L(H1,H2)−unitary matrix

]]n
=
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= lim
n→∞

[[
Möbius matrix

]]n
=

[
Möbius matrix

]
.

Hence each Φt = F(At) is a Möbius trf. mapping B onto itself. Qu.e.d.

Determining parameters (u′, E, S′)

We have seen: the integration of a vector field x 7→ b− {xb∗x}+ u′x− xv′ of Kaup’s type

with fixed point E in ∂B gives always rise to a str.cont.1-prsg. in Iso(dB).

We shall see, it suffices to assume withot loss of generality that the fixed point E is a

tripotent, i.e.

E =
m∑

k=1

fk ⊗ e∗k {f1, . . . , fr} ORTN ⊂ H1, {21, . . . , 2r} ORTN ⊂ H2.

Necessarily, algebraic relations hold between the parameters (b, u′, E, v′, S′). Namely[
u′ b
b∗ v′

] [
E
1

]
=

[
ES′

S′

]
, u′ = i·symmetric-dense, v′ = i·selfadjoint.

We know that these conditions are sufficient already to give rise to a str.cont.1-prsg. in

Iso(dB). We are going to establish structural algebraic conditions to

u′E + b = ES′, b∗E + v′ = S′, u′ = i·symmetric-dense, v′ = i·selfadjoint.

Equivalently we have

b = ES′ − u′E, v′ = −[v′]∗ i.e. S′ − b∗E = E∗b− [S′]∗ which is the same as

(∗) S′ − [S′]∗E∗E + E∗[u′]∗E = E∗ES′ − E∗u′E − [S′]∗.

By the skew symmetry of u′ we have E∗[u′]∗E = −E∗u′E and hence (∗) has the form

(∗∗) [1− E∗E]S′ = −[S′]∗[1− E∗E] i.e. [1− E∗E]S′ i·sefadjoint.
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We investigate (∗∗) in matrix form. For some orthonormed systems f1, . . . , fN ∈ H1 resp.

e1, . . . , en ∈ H2 (being complete H2) we can write (by means of SVD decompostion)

E =
N∑

k=1

λkfk ⊗ e∗k, 1 = λ1 ≥ · · · ≥ λN ≥ 0, S′ =
N∑

k,ℓ=1

σkℓfk ⊗ e∗ℓ .

The relation (∗∗) means that

(∗ ∗ ∗) (1− λk)σkℓ = −σkℓ(1− λℓ) (k, ℓ = 1, . . . , N).

We can write the sequence [1− λk]
N
k=1 in more details in the form

[
1−λ1, . . . , 1−λN

]
=
[
0, . . . , 0︸ ︷︷ ︸

m1

, µ2, . . . , µ2︸ ︷︷ ︸
m2

, . . . , µr, . . . , µr︸ ︷︷ ︸
mr

]
, 0<µ2< · · ·<µr≤1, m1>0.

Then, with the partition σ =
[
σkℓ

]N
k,ℓ=1

=
[
σ(p,q)

]r
p,q=1

into submatrices σ(p,q) ∈

Mat(mp,mq), we can write (∗ ∗ ∗) into the form µpσ
(p,q) = −µq[σ

(q,p)]∗ (p, q = 1, . . . , r).

This is possible if and only if

σ(1,1) is arbitrary, σ(p,p) = −[σ(p,p)]∗, σ(p,1) = σ(1,p) = 0 (p > 1),

σ(p,q) is arbitrary and σ(q,p) = −(µp/µq)[σ
(p,q)]∗ (1 < q < p).

Proposition. Assume [Φt : t ∈ R+] has a Kaup type generator Φ′(x) = b−{xb∗x}+U′x

with dom(Φ′) = dom(U′) ∩B where is a (not necessaarily closed) Jordan subtriple of E.

Assume furthermore that F is a common fixed point of the continuous extensions Φ
t
to

the closed unit ball B of the maps Φt belonging to a finite dimensional face F of B. Then

Span(F) ∩B ⊂ dom(Φ′).

Proof. We know [Peralta etc.] that there is a tripotent E ̸= 0 (actually the middle point
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of F) such that

F = E +
[
B ∩ E⊥Jordan

]
= {E +A : A ⊥Jordan, ∥A∥ < 1}

where (E⊥Jordan) is a finite, say N(<∞) dimensional subtriple of E.

Therefore F = E +A where A =
∑m

k=1 λkEk for some Jordan-orthogonal family

E1, . . . , Em with m ≤ N in E⊥Jordan and 0 < λ1 < · · · < λm < 1.

On the other hand,

{x ∈ B : t 7→ Φ
t
(x) is differentiable} = {x ∈ B : t 7→ Utis differentiable} = B ∩ J with the

Jordan subtriple J := {x ∈ E : t 7→ Utis differentiable}. Since the orbit t 7→ F = Φ
t
(F ) is

constant, trivially F ∈ J and hence

∆F = {ζF : |ζ| < 1} ⊂ dom(Φ′) = {x ∈ B : t 7→ Φt(x)is differentiable}.

Thus, since Span(F) = CE +
⊕m

k=1 CEk, it suffices to see that

(∗) ⊕k = 0mCEk ⊂ J where E0 := E.

Since F ∈ J and J is a linear submanifold being closed to the triple product, we may

establish (∗) by showing that Ek ∈ SpanL(F, F )kF (k = 0, . . . ,m), or which is the same,

(∗∗) {L(F, F )kF : k = 0, . . . , F} is a linearly independent family.

Notice that the vectors E0, . . . , Em are linearly independent as being pairwise Jordan

ortogonal tripotents. Observe that, by setting λ0 := 1, we have

L(F, F )nF = L
(∑m

k=0 λkEk,
∑m

k=0 λkEk

)n ∑m
k=0 λkEk =

∑m
k=0 λ

2n+1
k Ek.

Hence (∗∗) is equivalent to the statement that
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(∗ ∗ ∗) det
[
λ2n+1
k

]m
k,n=0

̸= 0.

However, (∗ ∗ ∗) is easy to see because[
λ2n+1
k

]m
k,n=0

= diag(λ0, . . . , λm)VanderMonde(λ20, . . . , λ
2
m)

with 0 < λ1 < λ2 < · · · < λm < 1 = λ0.

Corollary. If E = L(H1,H2) with r := dim(H2) < ∞ and [Ψt : t ∈ R+] is a C0-SGR

in Iso(dB) then there is a C0-SGR [Φt : t ∈ R+] in Iso(dB) being Möbius equvalent to

[Ψt : t ∈ R+] such that its generator is of Kaup type and whose continuous extensions to

the closed unit ball admit a common fixed point which is a tripotent.

Proof. We know [Stacho, RevRoum17] that any C0-SGR in E = L(H1,H2) with r :=

dim(H2) < ∞ whose 0-orbit is differentiable has a Kaup type generator (whose domain

is the intersection of a not necessarily closed Jordan subtriple with the unit ball) and the

continuous extensions of its mebers admit a common fixed point in the closed unit ball.

Furthermore the boundary of the unit ball is a union of finite (at most r) dimensional

faces. Let F = E+A be a common fixed point of [Ψ
t
: t ∈ R+] where E is a tripotent and

A ⊥Jordan E with ∥A∥ < 1. Consider the Möbius equivalent C0-SGR [Φt : t ∈ R+] with

Φt :=M−A◦Ψt◦MA. According to the Proposition, we have ±A ∈ B∩
∑r

k=0 CL(F, F )F ⊂

dom(Ψ′). Hence the orbit t 7→ Φt(0) =M−A

(
Ψt(MA(0))

)
=M−A

(
Ψt(A)

)
is differentiable,

that is 0 ∈ dom(Φprime) implying also that Φ′ is of Kaup type. Also we have

Φ
t(
M−A(F )

)
=M−A

(
Ψ

t
(F )

)
=M−A(F ) (t ∈ R+)

85



that is the point M−A(F ) is a common fixed point for [Φ
t
: t ∈ R+]. However (since

E ⊥Jordan A),

M−A(F ) =M−A(E +A) = −A+B(A)1/2[1− L(E +A,A)]−1(E +A) =

= −A+B(A)1/2[1− L(A,A)]−1(E +A) =

= −A+B(A)1/2[1− L(A,A)]−1E +B(A)1/2[1− L(A,A)]−1A =

= −A+B(A)1/2E +B(A)1/2[1− L(A,A)]−1A =

= −A+ E +B(A)1/2[1− L(A,A)]−1A =M−A(A) + E = 0 + E = E

which completes the proof.

Lemma 1. Let E := L(H1,H2) with r := dim(H2) < ∞. Assume [Φt : t ∈ R+] is

a C0-SGR in Iso(dB) such that Φt = Ma(t) ◦ Ut|B where the orbit t 7→ a(t) = Φt(0) is

differentiable and Ut = PUt, t 7→ Ut =
[
Ut 0
0 Vt

]
is such that Ut, Vt are linear isometries of

H1,H2 respectively and there is a function t 7→ µ(t) ∈ C \ {0} such that [µ(t)Ma(t)Ut :

t ∈ R+] is a C0-SGR in L(H1 ⊕H2). Then

dom([M ◦U]′)
(
:= {X ∈ E : [0, ε) ∋ t 7→Ma(t)(UtX) diff. for some ε > 0}

)
=

= {X ∈ E : range(X) ⊂ dom(U ′)}.

Proof. Since dim(H2) <∞,

dom([M ◦U]′) = {X ∈ E : t 7→ Φt(X) is differentiable at 0+} =

= {X ∈ E : t 7→ Ut(X) is differentiable at 0+} =

= {X ∈ E : t 7→ UtXV
−1
t is differentiable at 0+} =
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= {X ∈ E : t 7→ UtXV
−1
t y is differentiable at 0+ for all y ∈ H2}.

By assumption (and since a 7→Ma is real-analytic), the orbit t 7→µ(t)Vt in the finite dimen-

sional space L(H2) is differentiable, implying also the differentiability of t 7→µ(t)−1V −1
t .

Let e1, . . . , er be an orthonormed basis of H2 and consider any operator X ∈ B. We have

µ(t)UtXek = UtXV
−1
t µ(t)Vtek = UtXV

−1
t

r∑
ℓ=1

⟨
[µ(t)Vt]ek

∣∣eℓ⟩eℓ =
=

r∑
ℓ=1

⟨
[µ(t)Vt]ek

∣∣eℓ⟩UtXV
−1
t eℓ,

UtXV
−1
t ek = [µ(t)Ut]X[µ(t)−1V −1

t ]ek =
r∑

ℓ=1

⟨
[µ(t)−1Vt]ek

∣∣eℓ⟩µ(t)UtXeℓ.

Thus the orbits t 7→ UtXV
−1
t ek and t 7→ µ(t)UtXeℓ are differentiable in the same time.

By passing to linear combinations we conclude that X ∈ dom(Φ′) ⇐⇒ t 7→ UtXV
−1
t y is

diff. for all y ⇐⇒ t 7→ µ(t)UtXz is diff. for all z. Observe that the latter statement can

be interpreted as Xz ∈ dom
(
µ(t)Ut

)′
for all z ∈ H2 that is range(X) ⊂ dom

(
µ(t)Ut

)′
.

Lemma 2. Let (E, {..,}) be a JB*-triple of finite rank, J ⊂ E a dense linear subanifold

being closed for the triple product and let e be a tripotent in J. Then there is a tripotent

f in J such that f ⊥Jordan e and e+ f is a maximal tripotent of E (i.e. {x ∈ E : x ⊥Jordan

e+ f} = {0}).

Proof. Recall [Kaup81, Neher] that, as a consequence of the fact that only finite Jordan-

orthogonal families of tripotents do exist in E, every element x ∈ E admits a finite spectral

decomposition of the form x =
∑

0 ̸=λ∈Sp(L(x))

√
λxλ where the vectors xλ are pairwise
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Jordan-orthogonal tripotents being real-linear combinations from the family {L(x)kx :

k = 0, . . . , r − 1} where r := rank(E{..∗.}). That is, every subtriple K ⊂ E (even a non-

closed one) is spanned algebraically by Trip(K). In particular, any non-trivial subtriple of

E contains tripotents. Consider any maximal family F of pairwise orthogonal tripotents

in e⊥Jordan := {z ∈ J : z ⊥Jordan e}. The set F contains at most (r − 1) elements and its

sum f :=
∑

g∈F g is a tripotent in J ∩ e⊥Jordan. Also e + f ∈ Trip(J). To complete the

proof we show that the subtriple E0 := [e + f ]⊥Jordan of E is trivial (otherwise it would

contain non-zero tripotents). By the well-known Peirce identity of tripotents [Neher],

L(e+ f)3 − 3
2L(e+ f)2 + 1

2L(e+ f) = 0.

Hence E0 = kernel(L(e + f)) = range(P ) where P := 2L(e + f)2 − 3L(e + f) + IdE is a

projection (P 2 = P , the so-called Peirce-0 projection of e+ f). Consider the the subtriple

J0 := J∩E0 = {x ∈ J : x ⊥Jordan e+ f}). Observe that J0 = PJ because P preserves the

subtriple J. Since J is supposed to be (norm-)dense in E, J0 = PJ is necessarily dense

in PE = E0. However, since non-trivial subtriples contain non-zero tripotents, we have

J0 = {0} by the maximality of the family F.

Proposition. Let [Ψt : t ∈ R+] be a C0-SGR in Iso(dB) for the unit ball B of the TRO

factor E := L(H1,H2) with dim(H2) = r < ∞. Then we can find a Möbius equivalent

C0-SGR [Φt : t ∈ R+] such that Φt = PAt (t ∈ R+) where [At : t ∈ R+] is a C0-SGR in
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L(H1 ⊕H2) with generator of the form

A′ = T


U ′
11 − b∗11 0 0 0 0
−b21 U ′

22 U ′
23 0 0

−b31 U ′
32 U ′

33 0 0
b∗11 b∗21 b∗31 b11 + V ′

11 b12
b∗12 0 0 0 V ′

22

 T −1, dom(A′) = dom(U ′)⊕H2

U ′ =
[
U ′
j,k

]3
j,k=1

, U ′
j,k ∈ L(H1,j ,H1,k), H1 = ⊕3

j=1H1,j ;

V ′ =
[
V ′
ℓ,m

]2
ℓ,m=1

, V ′
ℓ,m ∈ L(H2,ℓ,H2,m), H2 = ⊕2

ℓ=1H2,ℓ ;

b :=
[
bk,ℓ

]
j=1,2,3
ℓ=1,2

, bj,ℓ ∈ L(H1,j ,H2,ℓ), dim(H2,ℓ) = dim(H1,ℓ)

where U ′ = gen[U t : t ∈ R+] resp. V
′ = gen[V t : t ∈ R+] are generators of C0-SGRs of

linear isometries of H1 resp. H2, furthermore

T =


IdH1,1

0 0 J 0
0 IdH1,2 0 0 0
0 0 IdH1,3 0 0
0 0 0 IdH2,1

0
0 0 0 0 IdH2,2

 , T −1 =


IdH1,1

0 0 −J∗ 0
0 IdH1,2 0 0 0
0 0 IdH1,3 0 0
0 0 0 IdH2,1

0
0 0 0 0 IdH2,2


where J : H2,1 → H1,1 is a surjective linear isometry.

Proof. In [StachoRevRoum17, Cor.7.6] (as a completion with adjusted continuity argu-

ments Vesentini’s work [Ves94]) we estabished that [Ψt : t ∈ R+] is Möbius equivalent

to a C0-SGR [Φt : t ∈ R+] of the form Φt = PAt where [At : t ∈ R+] is a C0-SGR in

L(H1 ⊕H2) with generator

A′ =

[
U ′ b
b∗ V ′

]
= T

[
U ′ − Eb∗ 0

b∗ b∗E + V ′

]
T −1

where U ′, V ′ are generators of isometry C0-SGR inH1 resp. H2, dom(A′) = dom(U ′)⊕H2,

b, E ∈ L(H1,H2) with ∥E∥ = 1 and Φt(E) = E (t ∈ R+). We refine this representation
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by a choosing the common fixed point E to be a tripotent. According to the previous

Corollary, this can be done without loss of generality. Furthermore, by Lemma 2, we can

find a complementary tripotent F such that F ⊥Jordan E and E+F is a maximal tripotent

of E = L(H1,H2. Actually we can write

E =
m∑

k=1

fk ⊗ e∗k, F =
r∑

k=m+1

fk ⊗ e∗k

in terms of some orthonormed basis {ek : k = 1, . . . , r} of H2, an orthonormed system

{fk : k = 1, . . . , r} in H1 and rank-1 H2 → H1 operators f ⊗ e∗ : x 7→ e∗(x)f = ⟨x|e⟩f .

Define

H2,1 := ⊕m
k=1Cek = ker⊥(E), H2,2 := ⊕r

k=m+1Cek = ker⊥(F ), J := E|H2,1,

H1,1 := ⊕m
k=1Cfk = range(E), H1,2 := ⊕r

k=m+1Cfk = range(F ),

H1,3 := H1 ⊖ [H1,1 ⊕H1,2] = H1 ⊖ range(E + F ).

Straightforward calculation yields

T −1

[
U ′ b
b∗ V ′

]
T =

=


U ′
11−J∗b∗11 U ′

12−J∗b∗21 U ′
13−J∗b∗31 U ′

11−Jb∗11J+b11−J∗V ′
11 b12−J∗V ′

12

U ′
21 U ′

22 U ′
23 U ′

21J + b21 b22
U ′
31 U ′

32 U ′
33 U ′

31J + b31 b32
b∗11 b∗21 b∗31 b∗11J + V ′

11 V ′
12

b∗12 b∗22 b∗22 b∗12J + V ′
21 V ′

22

.
The Kaup type vector field corresponding to the generator of [Φt : t ∈ R] is

Φ′(X) = b−Xb∗X + U ′X −XV ′, dom(Φ′) = {X ∈ B : ran(X) ⊂ dom(U ′)}.

Moreover even

[M ◦U]′(X) = b−Xb∗X + U ′X −XV ′, dom(Φ′) = {X ∈ B : ran(X) ⊂ dom(U ′)}.
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Taking into account that E is a common fixed point of the continuous extensions Φ
t
to

the closed unit ball B, we have

(∗) 0 = Φ
′
(E) = b− Eb∗E + U ′E − EV ′, range(E) ⊂ dom(U ′).

In terms of the submatrices bj,ℓ, U
′
j,k, V

′
ℓ,m, (∗) can be written as

0 =

 b11 − Jb∗11J + U ′
11JV

′
11 b12 − JV ′

12

b21 + U ′
21J b22

b31 + U ′
31J b32

.
Comparing the entries of T −1A′T with the entries above, we get

T −1A′T =


U ′
11 − b∗11 0 0 0 0
−b21 U ′

22 U ′
23 0 0

−b31 U ′
32 U ′

33 0 0
b∗11 b∗21 b∗31 b11 + V ′

11 b12
b∗12 0 0 0 V ′

22


whence the statement is immediate.

Lemma. Let p := Projran(E) = EE∗ and q := 1− p. Then p[U ′ − Eb∗]q = 0.

Proof. We have b− Eb∗E + U ′E − EV ′ = 0. Hence

U ′E + b = EV ′ − Eb∗E,

[
U ′E − b

]∗
=

[
EV ′ + Eb∗E

]∗
,

E∗[U ′]∗ − b∗ = [V ′]∗E∗ − E∗bE∗,

−E∗U ′ + b∗ = −V ′E∗ + E∗bE∗ = [−V ′ + E∗b]E∗,

[−E∗U ′ + b∗]q =
[
− EE∗V ′ − Eb∗]E∗(1− EE∗) = 0,

−[EE∗U ′ − Eb∗]q = 0,

EE∗[U ′ − Eb∗]q = 0

since E = EE∗E and E∗ = E∗EE∗.
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0 = b− Eb∗E + U ′E − EV ′, EE∗E = E, Prran(E) = EE∗, Prran⊥(E) = E∗E

0 = (1− EE∗)(b− Eb∗E + U ′E − EV ′) =

= (1− EE∗)(b+ U ′E)
∣∣.∗ [U ′]∗ ⊃ −U ′ antisymm.

0 = (b∗ − E∗[U ′]∗)(1− EE∗) =

= (b∗ − E∗U ′)(1− EE∗)
∣∣E·

0 = (Eb∗ − EE∗U ′)(1− EE∗) =

= (EE∗Eb∗ − EE∗U ′)(1− EE∗) = EE∗(Eb∗ − U ′)(1− EE∗)

0 = Prran(E)(U
′ − Eb∗)Pran⊥(E)

H1,1 := ran(E), H1,2 := ran⊥(E), Pk := PrH1,k

P1(U
′ − Eb∗)P2 = 0

T :=

[
1 E
0 1

]
, T −1 =

[
1 −E
0 1

]
, A :=

[
U ′ b
b∗ V ′

]
0 = b− Eb∗E + U ′E − EV ′

T −1AT =

[
U ′ − Eb∗) 0

b∗ V ′ − b∗E

]
=

=

P1(U
′ − Eb∗)P1 0 0

P2(U
′ − Eb∗)P1 P2(U

′ − Eb∗)P2 0
b∗P1 b∗P2 V ′ − b∗E


P2(U

′ − Eb∗)P1 =P2E=0= (1− EE∗)(U ′ − Eb∗)EE∗ =

= (1− EE∗)U ′EE∗ = P2U
′P1

P2(U
′ − Eb∗)P2 = P2U

′P2

T −1AT =

U ′
1,1 − Eb∗P1 0 0

U ′
2,1 U ′

2,2 0
b∗P1 b∗P2 V ′ − b∗E


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FINITE DIM. HILBERT CASE: INVARIANT DISCS

H, ⟨.|⟩ finite dim. complex Hilbert space. A unit vector e ∈ H is fixed point of a complete

hol. vect. field of the unit ball

X(e) = 0,where X(z) := −⟨(iA−λx−e)|e⟩x+(iA+λ)(x−e), A = A∗ ∈ L(H), λ ∈ R.

Question. Does there exist an X-invariant disc passing in B touching e?

Equivalently: ∃? v ̸⊥ e X(e+ ζv)∥v (ζ ∈ C).

X(e+ ζv) = −⟨(iA− λ)ζv|e⟩(e+ ζv) + (iA+ λ)ζv =

= −ζ⟨(iA+ λ)v|e⟩e+
[
∥v

]
+ ζiAv +

[
∥v

]
=

= ζ
[
− P (iA− λ) + iA

]
v +

[
∥v

]
= (1− P )(iA− λ)v +

[
∥v

]
where P := [ort.proj. onto Ce] = [x 7→ ⟨x|e⟩e]. Thus a disc e+(1+∆)v is X-invariant iff

∃ µ ∈ C (1− P )(iA− λ)v = µv.

Question. Is it possible that all the eigenvectors of (1− P )(iA− λ) are ⊥ e?

Observation: (1−P )(iA−λ)|e⊥ =
[
(1−P )(iA)(1−P )+λId

]∣∣ran(1−P ) is a normal oper-

ator ran(1−P ) = e⊥ → e⊥. Hence e⊥ admits an orthonormed basis f1, . . . fN−1 consisting

of eigenvectors of (1 − P )A(1 − P ) and, with some β1, . . . βN ∈ R and γ1, . . . , γN−1 ∈ C,

we can write the self-adjoint operator A in hermitian symmetric matrix form

Matrix{f1,...,fN−1}(A) =


β1 γ1

β2 γ2
. . .

...
βN−1 γN−1

γ1 γ2 · · · γN−1 βN

 .
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Thus a vector v =
[
ζ1, . . . , ζN−1, 0

]T ≡
∑

k ζkfk is a µ-eigenvector of (1− P )(iA− λ) if

and only if v ∈ Span
{
fk : iβk−λ= µ

}
. Hence we have (N−1) independent eigenvectors

⊥ e. At most one more eigendirection of (1 − P )(iA − λ) may remain which necessarily

consists of multiples of a vector of the form v =
[
ζ1, . . . , ζN−1, 1

]T ≡
∑

k ζkfk + e. Then

(1− P )(iA− λ)v =
∑

k<N

[
ζk(iβk − λ) + iγk

]
fk and

(1− P )(iA− λ)v = µv ⇐⇒ ζk(iβk − λ) + iγk = µ (k<N), 0 = µ.

The latter system has no solution (ζ1, . . . , ζN−1) if and only if λ = 0 and βk = 0 ̸= γk for

some index k < n. This is the case when all the eigenvectors of (1− P )(iA− λ) are ⊥ e.

Example. N = 2, A :=

[
0 1
1 0

]
, e :=

[
0
1

]
, X(x) := −⟨iA(x− e)|e⟩x+ iA(x− e).

Then {v : e+ v +∆v X-inv. disc} = Cf with f := [1 0]T.

Proof. P =

[
1 0
0 0

]
, (1− P )(iA) = i

[
0 1
0 0

]
nilpotent with eigenvectors only in Cf .

Direct calculation:

x :=

[
ξ
η

]
⇒ A(x− e) =

[
η − 1
ξ

]
, X(x) = −iξ =

[
ξ
η

]
+ = i

[
η − 1
ξ

]
= i

[
−1 + η − ξ2

ξ − ξη

]
;

X(e+ ζv) = X

([
ζν1

1 + ζν2

])
= −iζ

[
ζν21 + ν2
ζν1ν2

]
.

X(e+ ζv)∥v ⇐⇒ det

[
ζν21 + ν2 ν1
ζν1ν2 ν2

]
= 0 ⇐⇒ ν22 = 0 ⇐⇒ v∥f .
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Convolution of functions of the form pol(t)eρt

Let p ∈ Poln(R) that is p(n+1) ≡ 0. Then∫ b

t=a

p(t)eρtdt = ρ−1eρtp(t)
∣∣∣b
t=a

−
∫ b

t=a

ρ−1p′(t) dt =

= ρ−1eρtp(t)
∣∣∣b
t=a

− ρ−2eρtp′(t)
∣∣∣b
t=a

+

∫ b

t=a

ρ−2p′′(t) dt =

= · · · =
n∑

k=0

(−1)kρ−(k+1)p(k)(t)eρt
∣∣∣b
t=a

.

Let p1 ∈ Poln(R), p2 ∈ Polm(R).
[
p1(t)e

ρ1t
]
∗
[
p2(t)e

ρ2t
]
=?∫ t

s=0

[
eρ1(t−s)p1(t− s)

][
eρ2sp2(s)

]
ds =s= t

2+
u
2 =

=

∫ t

u=−t

eρ1( t
2−

u
2 )p1

(
t

2
− u

2

)
eρ2( t

2+
u
2 )p2

(
t

2
+
u

2

)
1

2
du =

=
e

ρ1+ρ2
2 t

2

∫ t

u=−t

e
ρ2−ρ1

2 u p1

(
t

2
− u

2

)
p2

(
t

2
+
u

2

)
︸ ︷︷ ︸

p(u)

du =

=
e

ρ1+ρ2
2 t

2

n1+n2∑
k=0

(−1)k
[
ρ2 − ρ1

2

]−(k+1)

p(k)(u)e
ρ2−ρ1

2 u

∣∣∣∣t
u=−t

=

=

n1+n2∑
k=0

(−1) · 2k

(ρ1 − ρ2)k+1

[
p(k)(t)eρ2t − p(k)(−t)eρ1t

]
=

= eρ1t
n1+n2∑
k=0

2k

(ρ1−ρ2)k+1
p(k)(−t)− eρ2t

n1+n2∑
k=0

2k

(ρ1−ρ2)k+1
p(k)(t).

Here we have

p(k)(u) =
dk

duk

[
p1

(
t

2
− u

2

)
p2

(
t

2
+
u

2

)]
=

=

k∑
ℓ=0

(
k

ℓ

)[
dℓ

duℓ
p1

(
t

2
− u

2

)][
dk−ℓ

duk−ℓ
p2

(
t

2
+
u

2

)]
=

=
k∑

ℓ=0

(
k

ℓ

)(
−1

2

)ℓ

p
(ℓ)
1

(
t

2
− u

2

)(
1

2

)k−ℓ

p
(k−ℓ)
2

(
t

2
+
u

2

)
=

=
k∑

ℓ=0

(−1)ℓ
1

2k

(
k

ℓ

)
p
(ℓ)
1

(
t

2
− u

2

)
p
(k−ℓ)
2

(
t

2
+
u

2

)
.
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It follows

p(k)(−t) =
k∑

ℓ=0

(−1)ℓ
1

2k

(
k

ℓ

)
p
(ℓ)
1 (t) p

(k−ℓ)
2 (0) ,

p(k)(t) =

k∑
ℓ=0

(−1)ℓ
1

2k

(
k

ℓ

)
p
(ℓ)
1 (0) p

(k−ℓ)
2 (t) =ℓ=k−ℓ, ( k

ℓ )=(
k

ℓ )=

= (−1)k
k∑

ℓ=0

(−1)ℓ
1

2k

(
k

ℓ

)
p
(ℓ)
2 (t) p

(k−ℓ)
1 (0) .

Hence [
p1(t)e

ρ1t
]
∗
[
p2(t)e

ρ2t
]
=

= eρ1t
n1+n2∑
k=0

1

(ρ1−ρ2)k+1

k∑
ℓ=0

(−1)ℓ
(
k

ℓ

)
p
(ℓ)
1 (t) p

(k−ℓ)
2 (0)+

+ eρ2t
n1+n2∑
k=0

1

(ρ2−ρ1)k+1

k∑
ℓ=0

(−1)ℓ
(
k

ℓ

)
p
(ℓ)
2 (t) p

(k−ℓ)
2 (0) .

For later use we calculate the case with pk ≡ tnk (k = 1, 2). In general,
[
tn
](m)

=

n!
(n−m)! t

n−m with
[
tn
](m)∣∣

t=0
= δmnn! (0 ≤ m ≤ n). In particular we have then p

(ℓ)
k ≡ 0

for ℓ > nk and p
(m)
k (0) = 0 for m ̸= nk. Therefore[

p1(t)e
ρ1t

]
∗
[
p2(t)e

ρ2t
]
=

= eρ1t
n1+n2∑
k=0

1

(ρ1−ρ2)k+1

∑
ℓ:0≤ℓ≤n1,

k−ℓ=n2

(−1)ℓ
(
k

ℓ

)
n1!

(n1 − ℓ)!
tn1−ℓ n2! +

+ eρ2t
n1+n2∑
k=0

1

(ρ2−ρ1)k+1

∑
ℓ:0≤ℓ≤n2,

k−ℓ=n1

(−1)ℓ
(
k

ℓ

)
n2!

(n2 − ℓ)!
tn2−ℓ n1! =

= eρ1t
n1∑
ℓ=0

1

(ρ1−ρ2)n2+ℓ+1
(−1)ℓ

(
n2 + ℓ

ℓ

)
n1!

(n1 − ℓ)!
tn1−ℓ n2! +

+ eρ2t
n2∑
ℓ=0

1

(ρ2−ρ1)n1+ℓ+1
(−1)ℓ

(
n1 + ℓ

ℓ

)
n2!

(n2 − ℓ)!
tn2−ℓ n1! =

= eρ1t
n1∑
d=0

1

(ρ1−ρ2)n1+n2−d+1
(−1)n1−d

(
n1 + n2 − d

n1 − d

)
n1!n2!

d!
td +

+ eρ2t
n2∑
d=0

1

(ρ2−ρ1)n1+n2−d+1
(−1)n2−d

(
n1 + n2 − d

n2 − d

)
n1!n2!

d!
td .
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Lemma.
[
eρt

]∗(n+1)
=
tn

n!
eρt (n = 0, 1, 2, . . .).

Proof. Induction by n with
[
eρt

]∗(n+1)
= pn(t)e

ρt. The case n = 0 trivial with p0 ≡ 1.

On the other hand,
[[
eρt

]∗n]∗ [eρt] = ∫ t

s=0
pn(s)e

ρseρ(t−s)ds =
[∫ t

s=0
pn(s) ds

]
eρt, whence

the statement is immediate.

s(t) :=
sinλt

λ
.

s∗n(t) =

[
eiλt − e−iλt

2iλ

]∗n
=

1

(2iλ)n

n∑
k=0

(−1)k
(n
k

) [
e−iλt

]∗k ∗
[
eiλt

]∗(n−k)
=

=
1

(2iλ)n

[
n−1∑
k=1

(−1)k
(n
k

) [
e−iλt

]∗k ∗
[
eiλt

]∗(n−k)
+
[
eiλt

]∗n
+ (−1)n

[
e−iλt

]∗n]
=

=
1

(2iλ)n

[
n−1∑
k=1

(−1)kn!

k!(n−k)!

[
tk−1

(k−1)!
e−iλt

]
∗
[

tn−k−1

(n−k−1)!
eiλt

]
+

tn−1

(n−1)!

(
eiλt+(−1)ne−iλt

)]
=

=
1

(2iλ)n

[
n−1∑
k=1

(−1)kn!
[
tk−1e−iλt

]
∗
[
tn−k−1eiλt

]
k!(n−k)!(k−1)!(n−k−1)!

+
tn−1

(n−1)!

(
eiλt+(−1)ne−iλt

)]
.
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