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Norm equality for a basic elementary operator
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Abstract

Let L(H) be the algebra of bounded linear operators on a Hilbert spaceH . For A,B ∈ L(H),
define the elementary operatorMA,B by MA,B(X) = AXB (X ∈ L(H)). We give necessary an
sufficient conditions for any pair of operatorsA andB to satisfy the equation‖I + MA,B‖ = 1 +
‖A‖‖B‖, whereI is the identity operator onH .
 2003 Published by Elsevier Inc.
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Let H be a complex Hilbert space and letL(H) be the Banach algebra of all bound
linear operators onH . ForA,B ∈ L(H), let LA (respectively,RB ) denote the left (respec
tively, right) multiplication byA (respectively,B). The basic elementary operator (tw
sided multiplication)MA,B induced by the operatorsA and B is defined byMA,B =
LARB . An elementary operator onL(H) is a finite sumR = ∑n

i=1 MAi,Bi of basic ones
A familiar example of elementary operators is the generalized derivationδA,B defined by
δA,B = LA − RB .

Many facts about the relation between the spectrum ofR and spectrums of the coeffi
cientsAi andBi are known. This is not the case with the relation between the ope
normR and norms ofAi andBi . Apparently, the only elementary operators on a Hilb
space for which the norm is computed are the basic ones and generalized derivatio
We refer to [2,4–11] for an intensive study of norms of elementary operators.

Let A,B ∈L(H) and letI denote the identity operator onH . It is well known and easy
to prove that‖MA,B‖ = ‖A‖‖B‖. Thus we always have‖I + MA,B‖ � 1+ ‖A‖‖B‖.
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In this note we shall give necessary and sufficient conditions for any pair of ope
A andB to satisfy the equation‖I + MA,B‖ = 1+ ‖A‖‖B‖.

In order to state our results in detail, we first recall some notation and results fro
literature. LetT ∈ L(H). Following [10], the maximal numerical range ofT is defined by

W0(T ) =
{
λ ∈ C: there exists{xn} ⊆ H, ‖xn‖ = 1 such that

lim
n

〈T xn, xn〉 = λ and lim
n

‖T xn‖ = ‖T ‖
}
,

and its normalized maximal numerical range is given by

WN(T ) =
{

W0(T /‖T ‖) if T �= 0,

0 if T = 0.

The setW0(T ) is nonempty, closed, convex, and contained in the closure of the num
range, see [10].

ForA ∈L(H), letσ(A) andσap(A) denote, respectively, the spectrum and approxim
point spectrum ofA.

The next theorem is our main result.

Theorem 1. For A,B ∈L(H) the following are equivalent:

(1) ‖I + MA,B‖ = 1+ ‖A‖‖B‖,
(2) WN(A∗) ∩ WN(B) �= ∅.

Proof. (1) ⇒ (2) Suppose that‖I + MA,B‖ = 1 + ‖A‖‖B‖. Then we can find two
sequences{Xn} ⊆ L(H) and{xn} ⊆ H with ‖Xn‖ = ‖xn‖ = 1 for eachn such that

lim
n

‖Xnxn + AXnBxn‖ = 1+ ‖A‖‖B‖.
Since

‖Xnxn + AXnBxn‖ � ‖Xnxn‖ + ‖AXnBxn‖ � 1+ ‖A‖‖B‖,
it follows that

lim
n

‖AXnBxn‖ = ‖A‖‖B‖.
On the other hand, we have for eachn,

‖Xnxn + AXnBxn‖2 = ‖Xnxn‖2 + ‖AXnBxn‖2 + 2 Re〈Xnxn,AXnBxn〉.
Consequently, we derive that

lim
n

〈Xnxn,AXnBxn〉 = ‖A‖‖B‖.
Thus limn ‖A∗Xnxn‖ = ‖A‖ and limn ‖XnBxn‖ = ‖B‖ because|〈Xnxn,AXnBxn〉| �
‖A∗Xnxn‖‖XnBxn‖. For eachn � 1, we have

‖δA∗,−B‖ � ‖A∗Xn + XnB‖ � ‖A∗Xnxn + XnBxn‖.
Since limn ‖A∗Xnxn + XnBxn‖ = ‖A‖ + ‖B‖ and‖δA∗,−B‖ � ‖A‖ + ‖B‖, we conclude
that ‖δA∗,−B‖ = ‖A‖ + ‖B‖. Thus, it follows from [10, Theorem 7] thatWN(A∗) ∩
WN(B) �= ∅.
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(2) ⇒ (1) Let µ ∈ WN(A∗) ∩ WN(B). Then there exist two sequences{xn} and{yn} in
H such that‖xn‖ = ‖yn‖ = 1, limn ‖A∗xn‖ = ‖A‖, limn ‖Byn‖ = ‖B‖, limn〈A∗xn, xn〉 =
µ‖A‖, and limn〈Byn, yn〉 = µ‖B‖. SetA∗xn = αnxn + βnun, whereαn,βn ∈ C, un ∈ H

with ‖un‖ = 1 and〈xn,un〉 = 0. We may chooseun so that〈A∗xn,un〉 = βn � 0 for all n.
Set alsoByn = γnyn + δnvn, whereγn, δn ∈ C, ‖vn‖ = 1, 〈yn, vn〉 = 0 and〈Byn, vn〉 =
δn � 0.

Define a sequence{Xn}n ⊆ L(H) by

Xn = 〈·, yn〉xn + 〈·, vn〉un.

Then clearly‖Xn‖ = 1 for all n, and we have

〈Xnyn,AXnByn〉 = 〈A∗yn, γnyn + δnun〉 = αnγn + βnδn.

By the definitions of the sequences{xn} and{yn}, we derive that limn |αn|2 + β2
n = ‖A‖2

and limn |αn| = |µ|‖A‖. Thus, limn βn = √
1− |µ|2‖A‖. In a similar way we obtain

limn δn = √
1− |µ|2‖B‖. Hence,

lim
n

〈Xnyn,AXnByn〉 = lim
n

αnγn + βnδn

= |µ|2‖A‖‖B‖ + (
1− |µ|2)‖A‖‖B‖ = ‖A‖‖B‖.

From this we conclude that limn ‖AXnByn‖ = ‖A‖‖B‖. Now, we have for eachn � 1,

1+ ‖A‖‖B‖ � ‖I + MA,B‖ � ‖Xn + AXnB‖ � ‖Xnyn + AXnByn‖.
Therefore,

lim
n

‖Xnyn + AXnByn‖ = 1+ ‖A‖‖B‖ � ‖I + MA,B‖ � 1+ ‖A‖‖B‖.
Consequently,

‖I + MA,B‖ = 1+ ‖A‖‖B‖. ✷
Remark 2. (i) Let A,B ∈ L(H). It follows from Theorem 1, [10, Theorem 1], and [1
Theorem 8] that 0∈ W0(A) if and only if ‖I − MA∗,A‖ = 1 + ‖A‖2 if and only if
‖δA,A‖ = 2‖A‖.

(ii) Also we conclude from Theorem 1 and [10] that the following are equivalent:

(1) ‖I + MA,B‖ = 1+ ‖A‖‖B‖,
(2) ‖δA∗,−B‖ = ‖A‖ + ‖B‖,
(3) ‖A‖ + ‖B‖ � ‖A − λ‖ + ‖B − λ‖ for all λ ∈ C.

An immediate consequence of Theorem 1 is the following

Corollary 3. If A ∈ L(H), then ‖I + MA,A∗‖ = 1+ ‖A‖2.

Another consequence of Theorem 1 is the following result proved in [1,3].

Corollary 4. If A ∈ L(H), then ‖I + A‖ = 1+ ‖A‖ if and only if ‖A‖ ∈ σap(A).
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Proof. If B = I in Theorem 1, then we see that‖I + A‖ = 1 + ‖A‖ if and only if
1 ∈ WN(A∗). This is equivalent to the existence of a unit sequence{xn}n in H such that
limn〈Axn, xn〉 = ‖A‖ and limn ‖Axn‖ = ‖A‖. From this we conclude that limn ‖Axn −
‖A‖xn‖ = 0, that is,‖A‖ ∈ σap(A). ✷
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