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Analisi matematica. — Parametric representations of semi-complete vector fields on the
unit balls in C

n and in Hilbert space. Nota di Dov Aharonov, Mark Elin, Simeon Reich
e David Shoikhet, presentata (*) dal Socio E. Vesentini.

Abstract. — We present several characterizations and representations of semi-complete vector fields
on the open unit balls in complex Euclidean and Hilbert spaces.

Key words: Flow invariance; Hilbert ball; Holomorphic mapping; Hyperbolic metric; Monotone
mapping.

Riassunto. — Rappresentazioni parametriche di campi vettoriali semi-completi sulle palle unitarie in C
n

ed in uno spazio di Hilbert. Vengono presentate alcune caratterizzazioni e rappresentazioni di campi vettoriali
semi-completi sulle palle unitarie aperte degli spazi complessi euclidei e di Hilbert.

1. Introduction and preliminaries

Let H be a complex Hilbert space with the inner product 〈·; ·〉. If H is finite
dimensional, we will identify H with C

n and then 〈x; y〉 =
∑n

i=1 xiyi for all x =
= (x1; : : : ; xn) and y = (y1; : : : ; yn) in C

n.
If D is a domain (open connected subset) in H , we will denote by Hol (D; H ) the

family of all holomorphic mappings from D into H . By Hol (D) we will denote the
semigroup (with respect to composition) of all holomorphic self-mappings of D and by
Aut (D) the group of all automorphisms of D.

Definition 1.1. A mapping f ∈ Hol (D; H ) is said to be a semi-complete vector field on
D if the Cauchy problem

(1.1)
{ @u(t;z)

@t + f (u(t; z)) = 0

u(0; z) = z;

has a unique global solution {u(t; z) : t ≥ 0} ⊂ D for each z ∈ D.

If this solution can be extended from R
+ = {t ∈ R : t ≥ 0} to all of R = (−∞;∞),

then f is said to be a complete (or an integrable) vector field on D (see, for example,
[10, 20, 4, 17]).

It is well known (see, for instance, [1, 17]) that if f ∈ Hol (D; H ) is semi-complete,
then the family Sf = {Ft}t≥0, defined by Ft (z) := u(t; z), is a one-parameter semigroup
(flow) of biholomorphic self-mappings of D, i.e.,

(1.2)
{

Ft+s = Ft ◦ Fs; t; s ≥ 0;

F0 = I;

(*) Nella seduta del 14 maggio 1999.
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where I is the restriction of the identity operator on H to D.
In addition, Sf = {Ft} defined by (1.1) is a locally uniformly continuous semigroup,

i.e.,

(1.3) lim
t→0+

Ft (z) = z; z ∈ D;

uniformly on each ball which is strictly inside D (see [17]).
Furthermore, Ft0

is an automorphism of D for some t0 > 0 if and only if all the
mappings Ft ; t ≥ 0, are automorphisms of D. In this case the solution of the Cauchy
problem (1.1) can be extended to all of R by u(−t; z) := F −1

t (z). Hence f is a
complete vector field.

If D is a bounded convex domain in H and f is a bounded holomorphic mapping
in a neighborhood U of D, the closure of D, such that D is strictly inside U , then
the following boundary flow invariance condition is necessary and sufficient for f to be
semi-complete:

(1.4) inf
z∗

Re〈f (z); z∗〉 ≥ 0; z ∈ @D;

where z∗ is a support functional of D at z ∈ @D, i.e., Re 〈z; z∗〉 ≥ Re 〈w; z∗〉 for all
w ∈ D (see [12-15, 17]).

Consequently, f ∈ Hol (D; H ) is a complete vector field on D if and only if

(1.5) Re 〈f (z); z∗〉 = 0; z ∈ @D;

for each support functional z∗ of D at z .
In particular, when D = B is the open unit ball of H , it is well known that each

automorphism of B can be holomorphically extended to a larger ball containing B (see,
for example, [9, 5]). Therefore (1.5) can be useful for describing the family of all
complete vector fields on B. In fact, it is known that this family (usually denoted by
aut (B)) is a real Banach Lie algebra, and each element of aut (B) has the following
parametric representation:

(1.6) f (z) = a + Az − 〈z; a〉z; z ∈ B;

where a is an arbitrary element of H and A is a conservative linear operator, i.e.,
Re〈Ax; x〉 = 0; x ∈ H (see, for example, [20, 4]).

At the same time, the family of semi-complete vector fields on B (which we will
denote by hol (B)) contains many members which have no holomorphic extension to B.
Therefore condition (1.4) is not an appropriate tool for characterizing this class. This is
one of the facts leading to the problem of finding an interior flow invariance condition
which will characterize hol (B). Another geometric reason leading to the same question
is the hyperbolic structure of the Hilbert ball and the good behavior of holomorphic
flows with respect to the hyperbolic metric on B. Indeed, we recall that if ρ is the
Poincaré hyperbolic metric on B (see the definition below in Section 3), then (B; ρ) is
a complete metric space and each holomorphic self-mapping of B is nonexpansive with
respect to this metric. From this standpoint, condition (1.4) may be useful only for a
domain which is strictly inside B, but not for all of B, since the boundary @B of B
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plays the role of «infinity» for (B; ρ). Here we encounter other important questions
from the point of view of dynamical systems in metric spaces: If f is a semi-complete
vector field on B, is it also a semi-complete vector field on certain domains which are strictly
inside B ? In other words: Are there flow invariant subsets of B ? If so, what is their geometric
structure ? Are they attractors ?

To answer some of these questions the following assertion was established in [17, 18].
Let D be a bounded convex domain in H . Then a bounded holomorphic f is a

semi-complete vector field on D if and only if it satisfies the range condition

(RC) (I + λf )(D) ⊃ D

for each λ ≥ 0, and the mapping R(λ; f ) = (I + λf )−1 is a well-defined holomorphic
self-mapping of D. In other words, if f ∈ Hol (D; H ), then the Cauchy problem (1.1)
has a unique global solution {u(t; x) : t ≥ 0} ⊂ D for each x ∈ D if and only if the
operator equation

(1.7) x + λf (x) = y

has a unique solution x = x(λ; y) for each y ∈ D and λ ≥ 0.
In addition, u(t; x) can be found by the exponential formula

(1.8) u(t; x) = lim
n→∞

R(
t
n

; f )nx; x ∈ D; t ≥ 0;

where the limit in (1.8) is taken with respect to the norm of H , and is actually uniform
on each ball strictly inside D.

The mapping R(λ; f ) = (I + λf )−1 is called the (nonlinear) resolvent of f .
If again D = B is the open unit ball in H , then it was shown in [18] that f satisfies

the range condition (RC) if and only if the following inequality

(1.9) Re〈f (x); x〉 ≥ m(1 − ‖x‖2); x ∈ B;

holds for some real m. (In fact, m must be non-positive).
Thus (1.9) can be considered an interior flow-invariance condition for a bounded

f ∈ Hol (B; H ) to be a semi-complete vector field on B.
Such a condition is usually called a «one-sided estimate». When H = C

n and B is
its unit (Euclidean) ball, another characterization of the class hol (B) can be found in
[1].

Earlier, for the one-dimensional case, E. Berkson and H. Porta [2] also established
a parametric representation of the class hol (∆) consisting of the semi-complete vector
fields on the open unit disk of the complex plane C. Their representation has been
effectively applied to the eigenvalue problem for composition operators on a Hardy
space on ∆ (see also [3, and the references there]).

More precisely, they proved that f ∈ Hol (∆; C) is a semi-complete vector field if
and only if it has the form

(1.10) f (z) = (z − τ )(1 − τz)g (z); z ∈ ∆;
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where g is a function of the class of Carathéodory, i.e., Re g (z) ≥ 0 everywhere, and
τ ∈ ∆.

If τ ∈ ∆, then it must be the unique null point of f in ∆; hence it is also the
common fixed point of the flow generated by f . If τ ∈ @∆, then it can be shown
that f has no null point in ∆, and τ is the unique attractive point for the semigroup
{Ft}t≥0 generated by f , i.e., {Ft (z)}t≥0 converges to τ as t tends to infinity uniformly
on each compact subset of ∆ (see details below).

Usually such a point τ is referred to as the Denjoy-Wolff point for a flow in ∆.
One of the goals of this paper is to point out different approaches concerning

the description of the class hol (B), in order to show interactions between the theory
of dynamical systems, complex analysis and monotone operator theory, and to solve
additional problems in these areas.

In the next section of this paper we consider the one-dimensional case. By using the
methods of complex analysis we will establish directly the equivalence of two parametric
representations of the class hol (∆). This will also be useful for the higher dimensional
case, because in certain steps one can employ a reduction to one dimension.

Another look at the problem, using hyperbolic geometry on the Hilbert ball, will be
presented in Section 3. There we will establish a generalized condition which contains
both one-dimensional representations. Also, we will describe the subcone of hol (B)
consisting of all those semi-complete vector fields which vanish at a given point of B.

Combining this approach with the Hefer formula on generating ideals, we give in
the last section two forms of parametric representations of semi-complete vector fields
in C

n, both of which coincide with the Berkson-Porta formula in the one-dimensional
case.

2. The one-dimensional case

Let ∆ be the open unit disk in the complex plane C, and let Hol (∆; C) be the
family of all holomorphic mappings from ∆ into C.

Theorem 2.1. Let f ∈ Hol (∆; C); f 
≡ 0; have the representation

(2.1) f (z) = a − az2 + zh(z);

where a ∈ C and h ∈ Hol (∆; C) with Re h(z) ≥ 0 for all z ∈ ∆. Then f has a unique
representation in the form

(2.2) f (z) = (z − τ )(1 − τz)g (z)

for some τ ∈ ∆ and g ∈ Hol (∆; C) with Re g (z) ≥ 0 for all z ∈ ∆.
Moreover, if τ lies in ∆, then it is the unique and simple zero of f in ∆; if τ ∈ @∆, then

f has no zero in ∆.
Conversely, if f ∈ Hol (∆; C) has the representation (2:2), then it can also be represented

by (2:1) with a = f (0) and h ∈ Hol (∆; C) with Re h ≥ 0 everywhere.

For the proof of this theorem we will need the following lemma.
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Lemma 2.1. Let f ∈ Hol (∆; C) have a continuous extension to ∆ and let f have the
form

(2.1′) f (z) = a − az2 + zh(z);

where a ∈ C; h ∈ Hol (∆; C); h(0) = 1 and Re h(z) > 0 for all z ∈ ∆. Then f has a
simple zero in ∆ at some point τ ∈ ∆, and has no other zero in ∆.

Proof. If a = 0, the assertion is obvious. So, we may assume a 
= 0. Since Re h > 0
everywhere, we can rewrite f in the form

f (z) = a − az2 + z

(
1 + Q (z)
1 − Q (z)

)
where Q ∈ Hol (∆; C)∩C (∆), and |Q (z)| < 1 for z ∈ ∆. This implies that for z = eiθ

we get

(1 − Q (eiθ))f (eiθ) = (a − ae2iθ)(1 − Q (eiθ)) + eiθ(1 + Q (eiθ)) =

= a − e2iθa + eiθ + Q (eiθ)(eiθ − a + e2iθa):

We now claim:

(2.3) |a − e2iθa + eiθ| > |Q (eiθ)| |eiθ − a + e2iθa|:

If claim (2.3) is correct, then by Rouché’s theorem, we have

N0((1 − Q )f ) = N0(f ) = N0(a − az2 + z);

where N0 denotes the number of zeros in ∆, because |Q (z)| < 1 for z ∈ ∆.
So, it remains to prove claim (2.3) and to analyze the behavior of the function

a − az2 + z .
We have

a − e2iθa + eiθ

eiθ − a + e2iθa
=

1 + (u − u)
1 − (u − u)

where u = ae−iθ. Since u − u is purely imaginary, the latter expression is of absolute
value 1. Putting this information back into (2.3), and recalling that |Q (z)| < 1 for all
z ∈ ∆, we indeed obtain the validity of (2.3).

Finally, it is easy to see that the quadratic equation az2 − z − a = 0 has exactly one
root with absolute value smaller than 1, and another with absolute value bigger than 1.
This ends the proof of the lemma.

Proof of Theorem 2.1. We begin with the proof of the equivalence of the rep-
resentations (2.1) and (2.2). We first assume that g in (2.2) is holomorphic in ∆,
Re g (z) > 0 for z ∈ ∆ and |τ | < 1. As for (2.1), we also assume a stronger condition
at first, namely, h ∈ Hol (∆; C) and Re h(z) > 0 for z ∈ ∆. In this case, by the above
lemma the mapping f defined by the formula (2.1′), f (z) = a − az2 + zh(z), has a
unique, simple zero τ ∈ ∆. Hence one can write

(2.4) f (z) = (z − τ )(1 − τz)g (z);
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where g ∈ Hol (∆; C).
Equating (2.1′) and (2.4) we see that

(2.5) f (0) = a = −τg (0):

Hence,

f (z) = −τg (0) + z2τg (0) + zh(z) = (z − τ )(1 − τz)g (z)

or

h(z) = (1 − τz + |τ |2)g (z) − g (z) − g (0)
z

τ − zτg (0):

Once again, substituting z = eiθ; 0 ≤ θ ≤ 2π, we calculate:

Re h(eiθ) = Re {(1 + |τ |2 − τ eiθ)g (eiθ) − τ e−iθg (eiθ)}= (1 + |τ |2 − 2Re τ eiθ)Re g (eiθ) =

= |1 − τ eiθ|2Re g (eiθ):

Since, by our assumptions, τ ∈ ∆, and the functions Reh and Reg are harmonic, we
see that Re h(z) > 0 if and only if Re g (z) > 0. This ends the proof when we assume
our stronger conditions on h and g .

For the general case we use an approximation argument. Given h and g in Hol(∆;C);
with Re h(z) and Re g (z) nonnegative in ∆, set hn(z) = r−1

n h(rnz) and gn(z) = r−1
n g (rnz)

for rn ∈ (0; 1); rn → 1−. Except for the trivial case h ≡ 0 (or g ≡ 0) it follows that
Re hn(z) and Re gn(z) are positive everywhere.

Note also that the families {hn(z)} and {gn(z)} are normal in ∆.
Assume now that (2.1) is given. Then it follows by our approximation process and

the discussion above that there is a sequence {τn}; |τn| < 1, such that

fn(z) = (z − τn) (1 − τ nz)gn(z) = a − az2 + zhn(z);

where Re gn(z) > 0 in ∆. Hence, taking if necessary subsequences of {τn} and {gn}
and passing to their limits, we get (2.2), with τ = limk→∞ τnk

∈ ∆ and g ∈ Hol (∆)
with Re g ≥ 0.

Similarly, we can derive the representation (2.1) from (2.2).

Now we will prove the uniqueness of the representation (2.2). Assume to the
contrary that we are given two representations of the form (2.2), namely:

(2.6) f (z) = (z − τj )(1 − τ j z)gj (z);

where |τj | ≤ 1 and gj (z) ∈ Hol (∆; C), with Re gj (z) ≥ 0; j = 1; 2.
We now intend to show that τ1 = τ2.
Without loss of generality we can assume that f (z) 
≡0. We consider two cases:

(i) |τ1| < 1; |τ2| ≤ 1,
and

(ii) |τ1| = |τ2| = 1.

In the first case we have f (z) = (z − τ1)(1− τ 1z)g1(z) = (z − τ2) (1 − τ 2z) g2(z) leading
to 0 = f (τ1) = (τ1 − τ2)(1 − τ 2τ1)g2(τ1).
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Hence, if τ2 
= τ1, we must conclude that g2(τ1) = 0, which is impossible as Re g2 ≥ 0
and f 
≡ 0.

Next, assume that (ii ) holds. Except in trivial cases, since Re gj ≥ 0 in ∆, one can
suppose that actually Re gj > 0 in ∆, j = 1; 2. In this case, it follows by (2.6) that

g1(z)
g2(z)

=
(z − τ2)(1 − τ 2z)
(z − τ1)(1 − τ 1z)

= Q (z);

where z ∈ ∆ and |τ1| = |τ2| = 1.
Now if τ1 
= τ2, then we claim that there is a point z0 ∈ ∆ such that Q (z0) =

= −1. If this indeed holds, then it will be a desirable contradiction because in this case
g1(z0) = −g2(z0), while both Re g1(z0) and Re g2(z0) are positive.

To this end we consider the quadratic equation (z−τ1)(1−τ 1z) = −(z−τ2)(1−τ 2z)
which is equivalent to the equation Q (z) = −1. We have, after simple calculations,

(2.7) (τ 1 + τ 2)z2 − 4z + (τ1 + τ2) = 0:

If τ1 + τ2 = 0, then z0 = 0 and we are done. If τ1 + τ2 
= 0, then it follows by Viète’s
theorem that (2.7) has two solutions z1 and z2 such that |z1z2| = 1 and |z1 + z2| > 2.
Hence, one of them, say z1, lies in ∆, and the second root z2 lies in C\∆. Setting
z0 = z1, we obtain our claim. The theorem is proved.

Corollary 2.1. Let f ∈ Hol (∆; C). Then the following are equivalent :

(a) Re f (z)z ≥ (1 − |z |2)Re f (0)z; z ∈ ∆;
(b) Re f (z)z ≥ (1 − |z |2)Re f (z)τ

1−zτ
for some τ ∈ ∆ and for all z ∈ ∆;

(c) f is a semi-complete vector field.

In addition, if (b) holds with τ ∈ ∆, then τ must be the zero of f in ∆. If τ ∈ @∆,
then f has no zero in ∆.

Proof. Condition (a) is another form of condition (2.1), while condition (b) is a
reformulation of condition (2.2).

Now let f ∈ Hol (∆; C) have the form (2.2) with τ ∈ ∆. Then the function
h in (2.1) is uniquely determined by τ , and satisfies the condition Re h(z) ≥ 0. It
follows by condition (a) of Corollary 2.1 that the mapping f1(z) = zh(z) is also a
semi-complete vector field and f1(0) = 0. In addition, the constant a in (2.1) is also
uniquely determined by τ , because of (2.5). Thus we have the following fact.

Corollary 2.2. Let τ ∈ ∆ and let Kτ be the set of all semi-complete vector fields vanishing
at τ . Then there is a one-to-one correspondence between Kτ and K0, the set of all semi-complete
vector fields on ∆ preserving zero.

Actually, we will show in the sequel that Kτ and K0 are linearly isomorphic. More
precisely, there is an isomorphism between these sets which is a restriction of a linear
involution.
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3. The property of monotonicity
with respect to the hyperbolic metric on the Hilbert ball

Since in this section our arguments do not depend on the dimension of the space,
we are able to assume that B is the open unit ball in a complex Hilbert space H with
the inner product 〈·; ·〉.

First we recall that a mapping f : C → H , where C is a subset of H , is said to be
monotone on C (with respect to the norm of H ) if for each x and y in C ,

Re〈x − y; f (x) − f (y)〉 ≥ 0:

This inequality is equivalent to the following condition:
For each x; y in C , and for all r ≥ 0,

(3.1) ‖x − y‖ ≤ ‖x + rf (x) − (y + rf (y))‖:

If, in addition, f satisfies the range condition

(RC) (I + rf )(C ) ⊃ C; r > 0;

then (3.1) implies that for each r ≥ 0 the mapping Jr = (I + rf )−1 is a single-valued
and nonexpansive (with respect to the norm of H ) self-mapping of C . This mapping
is usually called the nonlinear resolvent of f . A similar situation (which is sometimes
even better) can be described with respect to the hyperbolic metric of B.

We recall that the hyperbolic (Poincaré) metric ρ on B can be defined by the formula

(3.2) ρ(x; y) = arctanh(1 − σ(x; y))
1
2 ;

where

(3.3) σ(x; y) =
(1 − ‖x‖2)(1 − ‖y‖2)

|1 − 〈x; y〉|2
:

Note that ρ(x; y) ≤ ρ(u; v) if and only if σ(x; y) ≥ σ(u; v) and that x = y if and
only if σ(x; y) = 1.

Definition 3.1. A mapping F : B → B is said to be ρ-nonexpansive if for each pair
(x; y) ∈ B × B,

(3.4) ρ(F (x); F (y)) ≤ ρ(x; y):

It is well known that each holomorphic self-mapping of B is ρ-nonexpansive.

Definition 3.2. A mapping f : B → H is said to be ρ-monotone on B if for each pair
(x; y) ∈ B × B,

(3.5) ρ(x; y) ≤ ρ(x + rf (x); y + rf (y))

for all r ≥ 0 such that x + rf (x) and y + rf (y) belong to B.

The following characterization of ρ-monotone mappings was given in [18].
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Proposition 3.1. A mapping f : B → H is ρ-monotone if and only if for each x; y ∈ B

the following inequality holds:

(3.6)
Re 〈x; f (x)〉

1 − ‖x‖2 +
Re 〈y; f (y)〉

1 − ‖y‖2 ≥ Re
〈f (x); y〉 + 〈x; f (y)〉

1 − 〈x; y〉 :

If, in addition, f satisfies the range condition (RC), then for each r ≥ 0 the resolvent Jr = (I +
+ rf )−1 is a single-valued ρ-nonexpansive self-mapping of B.

The latter fact, in turn, obviously implies the ρ-monotonicity of f by definition.
We remark in passing that in the proof of Lemma 2.2 in [18] (which leads to

Proposition 3.1), the function

ψ(r) = σ(tx + (1 − t )(x + δu); ty + (1 − t )(y + δv)); where t = 1 − r=δ;

while

ϕ(t ) := ρ
(
tx + (1 − t )(x + δu); ty + (1 − t )(y + δv)

)2
; 0 ≤ t ≤ 1:

Furthermore, it was shown in [17, 18] that a bounded holomorphic mapping f :
D → H , where D is a bounded convex domain in H , satisfies the range condition
(RC) with a resolvent (I + rf )−1, which is a well-defined holomorphic self-mapping of
D, if and only if it is a semi-complete vector field.

So, combining this result with Proposition 3.1, we obtain the following assertion
[18].

Proposition 3.2. A bounded holomorphic mapping f : B → H is a semi-complete vector
field if and only if it is a ρ-monotone mapping on B, i.e., if and only if condition (3:6) holds.

In addition, in this case the semigroup generated by f can be obtained by the
exponential formula:

(3.7) Ft (z) = lim
n→∞

(I +
t
n

f )−n(z)

(see [17, 18]).
Condition (3.6) is the focus of our further investigations.
If we substitute in this condition y = 0 we get

(3.8) Re 〈f (x); x〉 ≥ (1 − ‖x‖2)Re 〈f (0); x〉:

In the one-dimensional case, (3.8) immediately implies the representation (2.1) (see
Theorem 2.1) and actually, it is also sufficient for f to be a semi-complete vector field
(see [11]).

At the same time, if f has a null point τ in B, then setting y = τ , we get the
following necessary condition:

(3.9)
Re 〈x; f (x)〉

1 − ‖x‖2 ≥ Re
〈f (x); τ 〉
1 − 〈x; τ 〉;
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or

Re 〈x; f (x)〉 ≥ 1 − ‖x‖2

|1 − 〈x; τ 〉|2
Re 〈f (x); τ 〉(1 − 〈τ; x〉):

Again, in the one-dimensional case, (3.9) becomes condition (2.2), which is also suf-
ficient for f to be a semi-complete vector field on the unit disk. The first question
is: Is condition (3:9) also sufficient for a vector field f defined on the Hilbert ball to be
semi-complete ?

The second question (which also arises from the analogy with the one-dimensional
case) is: Can this condition characterize a semi-complete vector field when the point τ in (3:9)
lies on the boundary of B ? In addition, we may also ask: What is the geometric meaning
of such a point τ ?

To answer these and other questions, we need some additional notions.
For a point a ∈ B, the closure of B, define the function

(3.10) ϕa(x) = |1 − 〈x; a〉|2=(1 − ‖x‖2);

and consider the sets

E (a; k) = {x ∈ B : ϕa(x) < k};

where k > 1 − ‖a‖2. Geometrically, these sets are ellipsoids in B [6].
If a ∈ B, then E (a; k) is actually the open ρ-ball

E (a; k) = {x ∈ B : ρ(a; x) < r}; where r = arctanh

√
1 − 1 − ‖a‖2

k
:

If a ∈ @B, then the sets E (a; k) are ρ-unbounded and therefore are no longer ρ-
balls. But the norm closure of each such ellipsoid is a subset of B and for each k > 0,
E (a; k) ∩ @B = {a}. In other words, the norm closures of these ellipsoids intersect the
boundary of B at the point a.

Definition 3.3. Let f ∈ Hol (B; H ). A point τ ∈ B is said to be a flow-invariance point
for f if f is a semi-complete vector field on each ellipsoid E (τ; k); k > 1 − |τ |2. In other
words, τ is a flow-invariance point for f if for each k > 1 − |τ |2, and for each x ∈ E (τ; k)
the Cauchy problem

(3.11)
{ @u(t;x)

@t + f (u(t; x)) = 0

u(0; x) = x

has a unique global solution {u(t; x) : t ≥ 0} ⊂ E (τ; k).

It is clear that in this case f ∈ hol (B), i.e., f is semi-complete on all of B. We
will see that the converse is also true, i.e., if f ∈ hol (B), then it has a flow-invariance
point. If τ ∈ B is a flow-invariance point for f ∈ Hol (B; H ), then it is actually a null
point for f . Indeed, in this case we have ρ(u(t; τ ); τ ) < r for each r > 0 and t ≥ 0.
Hence u(t; τ ) = τ for all t ≥ 0 and f (τ ) = 0.
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Conversely, if f ∈ hol (B) with a null point τ inside B, then τ is a common fixed
point for the semigroup {Ft}t≥0 (Ft (x) := u(t; x)) generated by f , and we get

ρ(Ft (x); τ ) = ρ(Ft (x); Ft (τ )) ≤ ρ(x; τ );

which is equivalent to

ϕτ (Ft (x)) ≤ ϕτ (x);

because Ft ∈ Hol (B) is a ρ-nonexpansive mapping on B.
Now, if f ∈ hol (B) is null point free, then for each r > 0, the mapping Jr = (I +

+ rf )−1 : B → B is holomorphic in B and is fixed point free. It was shown in [18]
that in this case for each x ∈ B the strong limit limr→∞ Jr (x) = τ exists and does not
depend on x ∈ B, with ‖τ‖ = 1. In addition, ϕτ (Jr (x)) ≤ ϕτ (x); r ≥ 0. Hence, it
follows by the exponential formula that

ϕτ (Ft (x)) ≤ ϕτ (x) for all t ≥ 0:

Thus each ellipsoid E (τ; k); k > 0, is Ft -invariant and τ is a flow-invariance point for
f . Note also that in this case τ is the unique flow-invariance point for f .

Now we can formulate the main result of this section.

Theorem 3.1. A bounded holomorphic mapping f on a neighborhood strictly containing B

is semi-complete on B if and only if for some τ ∈ B the following inequality holds for all z ∈ B:

(3.12)
Re 〈f (z); z〉

1 − ‖z‖2 ≥ Re
〈f (z); τ 〉
1 − 〈z; τ 〉 :

Moreover, this point τ must be a flow-invariance point for f .

Proof. Necessity. In this direction we only assume that f ∈ hol(B). As we mentioned
above, if τ ∈ B is a null point of a semi-complete vector field f on B, then condition
(3.12) is a direct consequence of Propositions 3.1 and 3.2.

Now let f ∈ hol (B) be null point free. For ε > 0 consider the mapping f
ε
= f +

+ εI . Since hol(B) is a real cone, f
ε

also belongs to hol (B). We claim that f
ε

has a
unique null point in B. In fact, the equation f

ε
(x) = 0 is equivalent to the equation

(I + (1=ε)f )(x) = 0. But we already know that f ∈ hol (B) satisfies the range condition
(RC), i.e.,

(I +
1
ε

f )(B) ⊃ B;

and this implies that f
ε

has a unique null point τ
ε
∈ B; τ

ε
= J1=ε

(0) = (I +
+ (1=ε)f )−1(0). In addition, since f is null point free, for each x in B, J1=ε(x) con-
verges strongly as ε → 0+ to a unique point τ ∈ @B which is a flow-invariance point
of f . In particular, τε → τ as ε → 0+. Furthermore, for fε ∈ hol (B) we have the
inequality

Re 〈fε(x); x〉
1 − ‖x‖2 ≥ 〈fε(x); τε〉

1 − 〈x; τε〉
; x ∈ B;

which immediately implies (3.12).
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Sufficiency. Suppose that (3.12) holds for some τ ∈ B. In this case we merely
assume that f ∈ Hol(B; H ). We clearly have

(3.13) Re 〈f (x); x〉 ≥ m(1 − ‖x‖2)

for some m ∈ R and for all x ∈ B. Hence f ∈ hol (B) [18]. If the point τ in (3.12)
belongs to the boundary of B, then we first consider the function

g (λ) = 〈f (λτ ); τ 〉;

where λ ∈ ∆ = {λ ∈ C : |λ| < 1}. This function is holomorphic in the unit disk ∆
and by (3.12) we get

Re g (λ)λ ≥ (1 − |λ|2)Re
g (λ)
1 − λ

:

By Theorem 2.1 and Corollary 2.1, g (λ) has the form

g (λ) = g (0) − g (0)λ2 + λh(λ);

with Re h(λ) ≥ 0 everywhere. This, in turn, implies that

Re g (λ)λ ≥ Reg (0)λ(1 − |λ|2):

Thus we have

Re 〈f (λτ ); λτ 〉 ≥ Re 〈f (0); λτ 〉(1 − |λ|2)

for all λ ∈ (0; 1).
To complete the proof of the sufficiency of (3.12) for f to be a semi-complete

vector field on B, and of Theorem 3.1 itself, we will show that this condition ensures,
in fact, that τ is a flow-invariance point for f , i.e., that f is a semi-complete vector
field on each ellipsoid E (τ; k); k > 1− |τ |2, where τ satisfies (3.12). To this end, we
rewrite (3.12) in the form

(3.14) Re 〈f (z);
z

1 − ‖z‖2 − τ

1 − 〈τ; z〉 〉 ≥ 0:

Fixing any z ∈ @E (τ; k), we now want to show that the non-zero vector

(3.15)
z

1 − ‖z‖2 − τ

1 − 〈τ; z〉 = z∗

is a support functional of the smooth convex set E (τ; k) at z . (In the case when
τ ∈ @B, we assume z 
= τ ). That is, we have to prove that for each y ∈ E (τ; k),

(3.16) Re 〈y; z∗〉 ≤ Re 〈z; z∗〉:

By the definition of E (τ; k) we can find ϕ ∈ [0; 2π] and ψ ∈ [0; 2π] such that

(3.17) 〈y; τ 〉 = 1 − reiϕ; 0 ≤ r ≤
√

k(1 − ‖y‖2);

and

(3.18) 〈z; τ 〉 = 1 −
√

k(1 − ‖z‖2)eiψ:
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Then, by using (3.17) and (3.18), we calculate

(3.19)

Re 〈y; z∗〉 = Re
(

〈y; z〉
1 − ‖z‖2 − 〈y; τ 〉

1 − 〈z; τ 〉

)
= Re

(
〈y; z〉

1 − ‖z‖2 − 1 − reiϕ

1 − 〈z; τ 〉

)
=

= Re

 〈y; z〉
1 − ‖z‖2 − 1

1 − 〈z; τ 〉 +
reiϕ√

k(1 − ‖z‖2)eiψ

 ≤

≤ Re

 〈y; z〉
1 − ‖z‖2 − 1

1 − 〈z; τ 〉 +

√
1 − ‖y‖2√
1 − ‖z‖2

 =

= Re

 〈y; z〉 +
√

(1 − ‖z‖2)(1 − ‖y‖2)

1 − ‖z‖2 − 1
1 − 〈z; τ 〉

 :

Since the inequality

(1 − ‖y‖2)(1 − ‖z‖2) ≤ (1 − Re 〈y; z〉)2

is true for all z; y ∈ B , we get

Re 〈y; z〉 +
√

(1 − ‖z‖2)(1 − ‖y‖2) ≤ 1;

and continuing (3.19) we have

Re 〈y; z∗〉 ≤ Re
(

1
1 − ‖z‖2 − 1

1 − 〈z; τ 〉

)
= Re 〈z; z∗〉:

Now, if τ ∈ B, then by (3.14) for each z ∈ @E (τ; k) we have

(3.20) Re 〈f (z); z∗〉 ≥ 0;

where z∗ is the support functional of E (τ; k) at z . This is equivalent to the so-called
«flow-invariance condition» for f on E (τ; k):

lim
h→0+

dist (x − hf (x); E (τ; k))
h

= 0

(see [14, 15]).
Since E (τ; k) is strictly inside B, the mapping f is Lipschitzian on this set and our

assertion is a direct consequence of Proposition 2 in [14].
To complete our proof, we return to the case when τ ∈ @B. In this case (3.20)

holds not only for all z ∈ @E (τ; k), z 
= τ , but also for z = z∗ = τ by the discussion
following (3.13). By our assumptions, the mapping f is, in fact, Lipschitzian on E (τ; k)
in this case too. Therefore we see, once again, that E (τ; k) is flow-invariant for f by
(3.20). It follows that f is semi-complete on B. However, once we know this, we can
show that τ is a flow-invariance point for f even if we only assume that f is merely
uniformly continuous on B. Indeed, if we show that f satisfies the range condition
(RC) on each open ellipsoid E (τ; k), we will be done. To this end, fix k > 0 and
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y ∈ E (τ; k) and consider the mapping h ∈ Hol (B; H ) defined by the formula

(3.21) h(x) = x + rf (x) − y;

where r ≥ 0. The argument leading to (3.20) also implies that if dist(y; @E (τ; k)) =

= δ > 0 and 〈y; τ 〉 = 1−µ
√

k(1 − ‖y‖2) with 0 < µ < 1, then for each z ∈ @E (τ; k),

Re 〈h(z); z∗〉 = rRe 〈f (z); z∗〉 + Re 〈z − y; z∗〉 ≥ (1 − µ)δ2

2(1 − ‖z‖2)
:

(The vector z∗ is again the support functional of E (τ; k) at z defined by (3.15)).
Since a computation shows that

‖z∗‖2 =
1

(1 − ‖z‖2)2

(
1 − ‖z‖2 − |〈z; τ 〉|2

k

)
;

we deduce that

Re〈h(z); ẑ〉 ≥ (1 − µ)δ2=2 = ε > 0

for all z ∈ @E (τ; k), where ẑ is the support functional of unit norm of E (τ; k) at z .
We also note that since hol(B) is a real cone, h is also a semi-complete vector field on
B, and its resolvent J := (I + h)−1 is a holomorphic self-mapping of B. Moreover, h
is uniformly continuous on B.

Now one can take a homothety of the boundary @E (τ; k) to @Ẽ , such that the
convex set Ẽ lies strictly inside E (τ; k), y ∈ Ẽ , and for each ω ∈ @Ẽ ,

Re 〈h(ω); ω̂〉 ≥ ε=2:

(Here ω̂ is the support functional of unit norm of Ẽ at ω). Again this means that h
satisfies the flow-invariance condition on the closure of Ẽ . Hence its resolvent J = (I +
+ h)−1 is a holomorphic self-mapping of Ẽ . Since Ẽ is a ρ-bounded convex subset of
(B; ρ), it follows by Theorem 23.1 in [6] and Theorem 5 in [16] that J = (I + h)−1

has a fixed point u in the closure of Ẽ . This point u belongs to E (τ; k) and it is
obvious that g (u) = 0. In other words, we have shown that for each y ∈ E (τ; k) and
for each r ≥ 0, the equation

x + rf (x) = y

has a solution in E (τ; k). Actually, this solution is unique because u = (I + rf )−1(y).
This concludes the proof of our theorem.

Corollary 3.1. Suppose that for some bounded f ∈ Hol (B; H ) the inequality (3:12)
can be solved by some τ in B. Then f is a ρ-monotone mapping on B and this solution τ is
a null point of f in B.

From now we will concentrate on the case when τ ∈ B.
The first question which follows from the one-dimensional case is: How can all semi-

complete vector fields vanishing at τ be represented ? (In the one-dimensional case this set
can be represented by the class of Carathéodory functions).
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The second question is specific to higher dimensions. We already know that if f
has a null point in B, then the set of null points of f in B is an affine submanifold
of B. Let us suppose that an affine submanifold L of B is given. So the question is:
How can all semi-complete vector fields vanishing on L be described ?

For the finite dimensional case we are able to give complete answers to these ques-
tions. This will be done in the next section. Here we establish a preliminary general
result which is interesting in itself.

For τ ∈ B, consider the subset K
τ

of hol (B) defined as follows:

K
τ = {f ∈ hol (B) : f (τ ) = 0}:

It is clear that this set is a real cone. We will show that for each pair τ1 and τ2 in B

the cones Kτ1
and Kτ2

are linearly isomorphic. Moreover, for each τ ∈ B there is an
isomorphism T of K

τ onto K0 which is the restriction of a linear involution.
To this end, let us denote by M

τ a Möbius transformation of the unit ball B such
that M

τ (0) = τ and Mτ (τ ) = 0, where τ is a point in B. In other words, we choose
M

τ so that it will be an involution of B, i.e., Mτ = M −1
τ .

Then, if {Ft}; t ≥ 0, is a semigroup on B such that Ft (τ ) = τ , the family {Gt}t≥0

defined by

(3.22) Gt (x) = (Mτ ◦ Ft ◦ Mτ )(x)

is also a one-parameter semigroup on B preserving 0 as a common fixed point. Further-
more, if S = {Ft}t≥0 is differentiable at t = 0+, i.e., S = Sf is a semigroup generated
by f ∈ hol (B), then Sg = {Gt}t≥0, where Gt is defined by (3.22), is a semigroup
generated by the following mapping g :

(3.23) g (x) = A(x)[(f ◦ M
τ
)(x)];

where A(x), for a fixed x ∈ B, is a linear operator on H defined as follows:

(3.24) A(x) = (Mτ )′(Mτ (x)):

That is, A(x) is the Fréchet derivative of the mapping Mτ
at the point M

τ
(x). By

A(·)[b] we denote the value of this operator at an element b ∈ H . In fact, to see that g
is the generator of the semigroup {Gt}t≥0 defined by (3.22) it is enough to check that
if u = u(t ) is a solution of the equation u′ + f (u) = 0, then v = Mτ (u) is a solution
of the equation v′ + g (v) = 0. Indeed, since M

τ
is an involution, we have u = M

τ
(v).

Hence

v′(t )= (Mτ )′(u(t ))[u′(t )]= (Mτ )′(Mτ (v))[u′(t )]= (Mτ )′(Mτ (v(t )))[−f (Mτ (v(t )))]=−g (v(t ));

and we are done.
Finally, we note that for each fixed x ∈ B, the operator A(x) defined by (3.24) is

invertible and, moreover,

(3.25) (A(x))−1 = A(Mτ (x)):

Indeed, since A(Mτ (x)) = (Mτ )′(x) and Mτ (Mτ (x)) = x for all x ∈ B, by differentiating
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the latter equality we get

[Mτ (Mτ (x))]′ = A(x)[A(Mτ (x))] = I;

where I is the identity operator on H , and this implies (3.25). Now, using (3.23) and
(3.25) we also have

(3.26) f (x) = A(x)[(g ◦ Mτ )(x)]:

That is, the linear operator T on Hol (B; H ) defined by the formula

(3.27) T (f ) = A(·)[(f ◦ Mτ )]

is invertible and T 2 = I .
So, we have proved the following assertion.

Theorem 3.2. Let τ be a point in B, and let Kτ = {f ∈ hol (B) : f (τ ) = 0} be the cone of
all semi-complete vector fields vanishing at τ . Then the linear operator T on Hol (B; H ) given
by the formula (3:27) is an involution and takes K

τ to the cone K0 = {g ∈ hol (B) : g (0) = 0}
of all semi-complete vector fields preserving 0. That is, for f ∈ hol (B) we have

g (x) = A(x)[f (Mτ (x))]; g ∈ hol (B);

f (x) = A(x)[g (Mτ (x))];

and f (τ ) = 0 if and only if g (0) = 0.

Remark 3.1. If we define a Möbius transformation M
τ : B → B by the formula

(3.28) M
τ (x) =

1
1 − 〈x; τ 〉

[
τ − sx +

(s − 1)〈x; τ 〉
‖τ‖2 τ

]
;

where s =
√

1 − ‖τ‖2, then one can calculate the operator A(x) in (3:24) in the explicit
form

(3.29) A(x)[b] =
1 − 〈x; τ 〉
1 − ‖τ‖2

[
〈b; τ 〉x − sb +

(s − 1)〈b; τ 〉
‖τ‖2 τ

]
:

We will use such a representation in the sequel.

4. Semi-complete vector fields on the unit ball
in C

n with null points

In this Section we consider the case when H = C
n is a complex Euclidean space

with the inner product 〈z; w〉 =
∑n

i=1 ziwi and the induced norm ‖ · ‖ defined by
‖z‖ =

√
〈z; z〉. In addition, we introduce the following sesquilinear matrix valued

form in C
n:

[z ; w] =

 z1w1 z1w2 · · · z1wn
...

...
...

znw1 znw2 · · · znwn

 :

It is clear that for n = 1, [z ; w] = 〈z; w〉 = zw. Now in C
n the operator A(·) defined by

(3.24) can be considered an n × n square matrix, the entries of which are holomorphic
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functions, ai
j (·); i; j = 1; : : : ; n. Thus, by (3.29), we have for a given τ , ‖τ‖ < 1,

that the operator A has the form A = (ai
j ), with

(4.1) ai
j (z) =

1 − 〈z; τ 〉
1 − ‖τ‖2

(
ziτj +

τiτj

‖τ‖2 (s − 1) − sδij

)
;

where z = (z1; : : : ; zn), τ = (τ1; : : : ; τn) and δij is Kronecker’s symbol. Now let
B = {z ∈ C

n : ‖z‖ < 1} be the open unit ball. We first describe the cone Kτ of all
semi-complete vector fields vanishing at a given point τ ∈ B, i.e.,

Kτ = {f ∈ hol (B) : f (τ ) = 0}:

Theorem 4.1. A mapping f = (f1; : : : ; fn) ∈ Hol (B; C
n) belongs to Kτ ; τ ∈ B, if and

only if there is a square n × n matrix Q (·) = (qi
j (·)); i; j = 1; : : : ; n, the entries of which

are holomorphic functions qi
j ; i; j = 1; : : : ; n, on B, such that

(4.2) Re 〈Q (z)(z − τ ); z − τ 〉 ≥ 0; z ∈ B;

and

(4.3) f (z) = (I − [z ; τ ])Q (z)(z − τ );

where I is the identity matrix on C
n.

Remark 4.1. For n = 1 condition (4.2) means that Q (z) = q1
1 (z) is a function

of the class of Carathéodory. Hence, in this case formula (4.3) coincides with the
Berkson-Porta formula (1.10).

Remark 4.2. Conditions (4.2) and (4.3) can be rewritten in an equivalent coordinate
form:

(4.2′) Re
n∑

‘;m=1

q‘
m(z)(z‘ − τ‘)(zm − τm) ≥ 0; z ∈ B;

and

(4.3′) fi(z) =
n∑

‘;m=1

(δim − ziτm)q‘
m(z)(z‘ − τ‘); 1 ≤ i ≤ n:

Therefore, we have to prove the representation (4.3 ′) with condition (4.2 ′) for the
mappings f belonging to the cone K

τ .

The key to our arguments is the following well-known lemma due to H. Hefer (see
[7, 19, 8]).

Lemma 4.1. Let f ∈ Hol (B; C) be a holomorphic function from B into C such that for
some 1 ≤ k ≤ n the set {z ∈ B : z1 = z2 = · · · = zk = 0} is contained in Null

B
f . Then

there exist k holomorphic functions h1(z); : : : ; hk(z) on B such that

f (z) =
k∑

i=1

zihi(z):
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Proof of Theorem 4.1. Let f ∈ K
τ
; τ ∈ B. By Theorem 3.2, there is a linear

operator T defined on Hol (B; C
n) such that T 2 = I and g = Tf ∈ K0, i.e., g (0) = 0.

By Lemma 4.1,

(4.4) gj (z) =
n∑

k=1

hk
j (z)zk;

where gj is the j-th coordinate of g . Since g is semi-complete, we also have

(4.5) Re 〈g (z); z〉 ≥ 0; ’z ∈ B:

For the functions {hk
j }j;k=1;:::;n in (4.4), condition (4.5) implies that

(4.5′) Re
n∑

j;k=1

hk
j (z)zkzj ≥ 0; z ∈ B:

Since T = T −1, we have f = Tg , that is,

(4.6) fi(z) =
n∑

j=1

ai
j (z)gj (Mτ (z));

where M
τ is the Möbius transformation on B defined by (3.28). Substituting into (4.6)

the expressions for the elements ai
j (z) in (4.1) and using (4.4) we get

fi(z) =
n∑

j=1

1 − 〈z; τ 〉
1 − ‖τ‖2

(
ziτj +

(s − 1)τiτj

‖τ‖2 − sδij

)(
k∑

k=1

hk
j (Mτ (z))(Mτ (z))k

)
:

In addition, from (3.28) we see that

(4.7) (M
τ
(z))k =

1
(1 − 〈z; τ 〉)

[
τk − szk +

(s − 1)〈z; τ 〉
‖τ‖2 τk

]
:

Hence,

fi(z)=
n∑

j;k=1

1
1−‖τ‖2 hk

j (Mτ (z))

(
ziτ j +

(s − 1)τiτ j

‖τ‖2 − sδij

)(
τk − szk +

(s −1)〈z; τ 〉
‖τ‖2 τk

)
=

=
n∑

j;k=1

hk
j (Mτ (z))

1−‖τ‖2

n∑
m=1

(δim−ziτm)
(
(s−1)

τmτ j

‖τ‖2 −sδjm

) n∑
‘=1

(z‘− τ‘)
(
(s−1)

τkτ ‘

‖τ‖2 −sδk‘

)
=

=
n∑

‘;m=1

(δim−ziτm)(z‘−τ‘)
n∑

j;k=1

hk
j (Mτ (z))

1−‖τ‖2

(
(s − 1)

τmτ j

‖τ‖2 −sδjm

)(
(s−1)

τkτ ‘

‖τ‖2 −sδk‘

)
:
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Now if we define for m; ‘ = 1; : : : ; n,

(4.8) q‘
m(z) =

n∑
j;k=1

hk
j (Mτ (z))

1 − ‖τ‖2

(
(s − 1)

τmτ j

‖τ‖2 − sδjm

)(
(s − 1)

τkτ ‘

‖τ‖2 − sδk‘

)
;

then we immediately obtain (4.3′). It remains to check that the functions q‘
m(z) satisfy

(4.2′). To this end, we substitute in the right hand side of (4.2′) the expressions (4.8)
for q‘

m(z) and change the order of summation:

n∑
‘;m=1

q‘
m(z)(z‘ − τ‘)(zm − τm) =

n∑
j;k=1

hk
j (Mτ (z))

1 − ‖τ‖2

n∑
‘;m=1

(zm − τm)×

×
(

(s − 1)
τmτ j

‖τ‖2 − sδjm

)
(z‘ − τ‘)

(
(s − 1)

τkτ ‘

‖τ‖2 − sδk‘

)
=

=
n∑

j;k=1

hk
j (Mτ (z))

1 − ‖τ‖2

(
τ j +

〈τ; z〉
‖τ‖2 τ j (s − 1) − sz j

)
×

×
(

τk +
〈z; τ 〉
‖τ‖2 τk(s − 1) − szk

)
:

Comparing with (4.7), we obtain

n∑
‘;m=1

q‘
m(z)(z‘ − τ‘)(zm − τm) =

|1 − 〈z; τ 〉|2

1 − ‖τ‖2

n∑
j;k=1

hk
j (Mτ (z))(Mτ (z))k(Mτ (z))j :

The latter equality together with (4.5′) implies (4.2′). Thus the necessity is proved.
Conversely, let the representation (4.3′) hold for some matrix Q (z) = (qi

j (z)) which
satisfies (4.2′). We have to show that f ∈ Kτ . It is clear from (4.3′) that f (τ ) = 0.
So, we only have to prove that f ∈ hol (B). Again, consider the operator T defined by
(3.27) and let g = Tf . It is enough to show that g ∈ hol (B), i.e., that Re 〈g (z); z〉 ≥ 0
for all z ∈ B. Indeed, we have

(4.9)

〈g (z); z〉 =
n∑

j=1

gj (z)zj =
n∑

j=1

(
n∑

i=1

aj
i (z)fi(Mτ

(z))

)
zj =

=
n∑

i;j=1

1 − 〈z; τ 〉
1 − ‖τ‖2

(
zjτ i +

τjτ i

‖τ‖2 (s − 1) − sδij

)
×

× zj

n∑
‘;m=1

(δim − (Mτ (z))iτm)q‘
m(Mτ (z))((Mτ (z))‘ − τ‘):
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Note that
n∑

i;j=1

(
zjτ i +

τjτ i

‖τ‖2 (s − 1) − sδij

)
zj

(
δim − (Mτ (z))iτm

)
=

=
n∑

j=1

zj

((
1 − 〈Mτ (z); τ 〉

)(
zjτm +

τjτm

‖τ‖2 (s − 1)
)

+ s(Mτ (z))jτm − sδjm

)
=

=
1−‖τ‖2

1−〈z; τ 〉

(
‖z‖2τm+

τm〈τ;z〉
‖τ‖2 (s−1)

)
+

sτm

1−〈z;τ 〉

(
〈τ; z〉+ |〈τ;z〉|2(s−1)

‖τ‖2 −s‖z‖2
)
−szm=

= τm〈τ; z〉
(

1 +
s − 1
‖τ‖2

)
− szm = (1 − 〈τ; z〉)

(
(M

τ
(z))m − τm

)
:

Substituting this into (4.9) we get

〈g (z); z〉 =
n∑

‘;m=1

|1 − 〈z; τ 〉|2

1 − ‖τ‖2 q‘
m(Mτ (z))((Mτ (z))m − τm)((Mτ (z))‘ − τ‘):

Recalling (4.2′) we now see that Re 〈g (z); z〉 ≥ 0. This completes the proof of Theo-
rem 4.1.

We now turn to the second question raised towards the end of Section 3, namely,
let Γ be an (n − k)-dimensional affine submanifold of C

n such that Γ ∩ B 
= ∅.
We wish to describe the real cone KΓ in hol (B) defined by

(4.10) KΓ =
{

f ∈ hol (B) : f |Γ∩B
= 0

}
:

First we consider the following linear subspace Γ0 of C
n:

(4.11) Γ0 = {z ∈ C
n : 〈z; b j〉 = 0; j = 1; : : : ; k};

where {bi : 1 ≤ i ≤ n} ⊂ C
n is a basis and 1 ≤ k ≤ n.

The following assertion is a direct consequence of Lemma 4.1 and condition (4.5).

Lemma 4.2. Let g ∈ Hol (B; C
n). Then g ∈ KΓ0

if and only if there exist n × k

holomorphic functions h j
i (z); i = 1; : : : ; n; j = 1; : : : ; k, such that

(4.12) Re
n∑

i=1

k∑
j=1

h j
i (z)〈z; b j〉〈bi; z〉 ≥ 0; z ∈ B;

and

(4.13) g (z) =
n∑

i=1

k∑
j=1

h j
i (z)〈z; b j〉bi :

Remark 4.3. Note that the sum in (4.13) is the representation of the vector g using
the basis {b1; : : : ; bn}.

In the sequel, without loss of generality, we will assume that (0; : : : ; 0) =∈ Γ. To
obtain a description of KΓ we need to represent Γ in some special form. More precisely,
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choose τ ∈ Γ such that for at least one z ∈ Γ,

〈τ − z; τ 〉 
= 0:

This implies that

〈τ +
(s − 1)〈z; τ 〉

‖τ‖2 τ − sz; τ 〉 
= 0;

where s =
√

1 − ‖τ‖2, and consequently,

〈Mτ (z); τ 〉 
= 0;

where M
τ is the Möbius transformation on B defined by (3.28). Since 0 =∈ Γ; τ =∈

=∈ Mτ (Γ). We also know that τ =∈ Mτ (Γ)⊥, where L⊥ is the subspace orthogonal to
the set L ⊂ C

n. Hence, one can choose an orthonormal basis {b1; : : : ; bn} in C
n such

that M
τ (Γ) will be represented by Γ0, as in (4.11). In addition, 〈τ; b j〉 
= 0 for all

j = 1; : : : ; n. Now consider the pre-image of the hyperplane {z ∈ C
n : 〈z; b j〉 = 0},

where 1 ≤ j ≤ n, under the mapping Mτ . We have the following series of calculations:

〈τ; b j〉 + (s − 1)
〈z; τ 〉
‖τ‖2 〈τ; b j〉 − s〈z; b j〉 = 0;

s〈z; b j〉 − (s − 1)
〈z; τ 〉
‖τ‖2 〈τ; b j〉 = 〈τ; b j〉;

and

〈z;
sb j

〈τ; b j〉
− (s − 1)

τ

‖τ‖2 〉 = 1:

If we denote ζ j = sb j

〈τ;b j 〉 − (s − 1) τ
‖τ‖2 ; j = 1; : : : ; n; we obtain

Γ = {z : 〈z; ζ j〉 = 1; j = 1; : : : ; k}(4.14)

〈τ; ζ j〉 = 1; j = 1; : : : ; n and 〈ζ i; ζ j〉 = 1; i 
= j:

Next, we express b j in terms of ζ j; j = 1; : : : ; n. Since M
τ

is an involution, the
affine hyperplane {z ∈ C

n : 〈z; ζ j〉 = 1} is transformed into {z ∈ C
n : 〈Mτ (z); ζ j〉 = 1}:

Hence,

〈τ + (s − 1)
〈z; τ 〉
‖τ‖2 τ − sz; ζ j〉 = 1 − 〈z; τ 〉

and

〈z; τ +
(s − 1)
‖τ‖2 τ − sζ j〉 = 0

because 〈τ; ζ j〉 = 1. It is clear that we can take {b j}n
j=1 as b j = (τ + (s−1)

‖τ‖2 τ − sζ)λj ,

where λj ∈ C; j = 1; : : : ; n, are chosen such that {b j}n
j=1 is an orthonormal basis. As

a matter of fact, simple calculations show that

〈bi; b j〉 = λiλj (1 − ‖τ‖2)(〈ζ i; ζ j〉 − 1):
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Therefore, we can set

(4.15) b j =
1

s
√

‖ζ j‖2 − 1

(
τ +

(s − 1)
‖τ‖2 τ − sζ j

)
:

It is also not difficult to see that

(4.16) 〈Mτ (z); b j〉 =

 s√
‖ζ j‖2 − 1

(
〈z; ζ j〉 − 1
1 − 〈z; τ 〉

)
:

In particular, setting z = 0 in (4.16) we get,

(4.16′) 〈τ; b j〉 = 〈b j; τ 〉 = − s√
‖ζ j‖2 − 1

:

We can now describe the cone KΓ of all those semi-complete vector fields on B vanishing
on Γ.

Theorem 4.2. Let Γ be given by (4:14) and let KΓ = {f ∈ hol (B) : f |Γ∩B
= 0}. Then

f ∈ KΓ if and only if there are n × k holomorphic functions q j
i (z); i = 1; : : : ; n; j =

= 1; : : : ; k ≤ n, such that

(4.17) Re
n∑

i=1

k∑
j=1

q j
i (z)(1 − 〈z; ζ j〉)(1 − 〈ζ i; z〉) ≥ 0; z ∈ B;

and

(4.18) f (z) =
n∑

i=1

k∑
j=1

q j
i (z)(1 − 〈z; ζ j〉)(z − ζ i):

Proof. Let f ∈ KΓ. Again, by Theorem 3.2 and Lemma 4.2, the mapping g =
= Tf ∈ KΓ0

and

g‘(z) =
n∑

i=1

k∑
j=1

h j
i (z)〈z; b j〉(bi)‘:

Furthermore, by (4.16) we have

g‘(Mτ (z)) =
n∑

i=1

k∑
j=1

h j
i (Mτ (z))

 s√
‖ζ j‖2 − 1

(
〈z; ζ j〉 − 1
1 − 〈z; τ 〉

)
(bi)‘:
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We now compute f = Tg :

fp(z) =
n∑

‘=1

ap
‘ (z)g‘(Mτ

(z)) =

=
n∑

‘=1

n∑
i=1

k∑
j=1

(bi)‘h
j
i (Mτ (z))

s√
‖ζ j‖2 − 1

〈z; ζ j〉 − 1
1 − 〈z; τ 〉

(
1 − 〈z; τ 〉
1 − ‖τ‖2

)
×

×
(

zpτ ‘ +
τpτ ‘

‖τ‖2 (s − 1) − sδ‘p

)
=

=
n∑

i=1

k∑
j=1

h j
i (Mτ (z))

〈z; τ j〉 − 1

s
√

‖ζ j‖2 − 1

(
zp〈b

i; τ 〉 + τp

〈bi; τ 〉
‖τ‖2 (s − 1) − s(bi)p

)
:

The expression for bi in (4.15) and formula (4.16′) imply that

fp(z)) =
n∑

i=1

k∑
j=1

h j
i (Mτ (z))

(1 − 〈z; ζ j〉)(zp − (ζ i)p)√
(‖ζ i‖2 − 1)(‖ζ j‖2 − 1)

:

Now setting

q j
i (z) = h j

i (Mτ (z))
1√

(‖ζ i‖2 − 1)(‖ζ j‖2 − 1)
;

we get (4.18).

To prove (4.17) we can use (4.16):

n∑
i=1

k∑
j=1

q j
i (z)(1 − 〈z; ζ j〉)(1 − 〈ζ i; z〉) =

n∑
i=1

k∑
j=1

h j
i (Mτ (z))

(〈z; ζ j〉 − 1)(〈ζ i; z〉 − 1)√
(‖ζ i‖2 − 1)(‖ζ j‖2 − 1)

=

=
n∑

i=1

k∑
j=1

h j
i (Mτ (z))

〈Mτ (z); b j〉(1 − 〈z; τ 〉)
s

〈bi; Mτ (z)〉(1 − 〈τ; z〉)
s

=

=
|1 − 〈z; τ 〉|2

1 − ‖τ‖2

n∑
i=1

k∑
j=1

h j
i (Mτ (z))〈Mτ (z); b j〉〈bi; Mτ (z)〉:

It remains to apply inequality (4.12) to complete the proof of the necessity. Conversely,
let f ∈ Hol (B; C

n) have the form (4.18) with the functions q j
i satisfying (4.17). To

show that f ∈ KΓ, we first note that by (4.14), the functions 1 − 〈z; ζ j〉; 1 ≤ j ≤ k,
vanish on Γ. Hence, for all z ∈ Γ, f (z) = 0. So, it is enough to show that g = Tf ∈
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∈ hol (B). In other words, we have to show that condition (4.5) holds. We have

〈g (z); z〉 =
n∑

m=1

gm(z)zm =
n∑

m=1

n∑
‘=1

am
‘ (z)f‘(Mτ

(z))zm =

=
n∑

‘=1

1 − 〈z; τ 〉
1 − ‖τ‖2

[
‖z‖2τ ‘ +

〈τ; z〉τ ‘(s − 1)

‖τ‖2 − sz‘

]
f‘(Mτ (z)) =

=
n∑

‘=1

n∑
i=1

k∑
j=1

1 − 〈z; τ 〉
1 − ‖τ‖2

(
‖z‖2τ ‘ +

〈τ; z〉
‖τ‖2 τ ‘(s − 1) − sz‘

)
×

× q j
i (Mτ (z))(1 − 〈Mτ (z); ζ j〉)((Mτ (z))‘ − (ζ i)‘):

Recalling that 〈ζ i; τ 〉 = 1, and summing up from ‘ = 1 to ‘ = n we get,

〈g (z); z〉=
n∑

i=1

k∑
j=1

1 − 〈z; τ 〉
1 − ‖τ‖2 q j

i (Mτ (z))(1 − 〈Mτ (z); ζ j〉)(1 − 〈τ; z〉)(1 − 〈ζ i; Mτ (z)〉) =

=
|1 − 〈z; τ 〉|2

1 − ‖τ‖2

n∑
i=1

k∑
j=1

q j
i (Mτ (z))(1 − 〈Mτ (z); ζ j〉)(1 − 〈ζ i; Mτ (z)〉):

Finally, using (4.17) we obtain

Re 〈g (z); z〉 ≥ 0

and we are done. Theorem 4.2 is proved.
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