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## Threshold decoding of linear codes

- A linear code $C$ is a linear subspace of $\mathbb{F}_{q}^{n}$.
- Length, dimension, generator matrix, parity-check matrix.
- Hamming weight, Hamming distance.


## Threshold Decoding Problem

Given linear code $C \leq \mathbb{F}_{q}^{n}$, vector $\boldsymbol{y} \in \mathbb{F}_{q}^{n}$, and integer $t$. Find a decomposition
such that $x \in C, e \in \mathbb{F}_{q}^{n}$, and $w t(e) \leq t$

- Minimum distance, $d \geq 2 t+1$
- Singleton bound $n+1 \geq d+k$, Singleton defect, MDS codes.

Theorem (Berlekamp, McEliece, van Tilborg 1978)
The binary threshold decoding problem is NP-compete.
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## Definition: RS and GRS codes

- Let $q$ be a prime power, and $0 \leq k \leq n \leq q$ integers,
- Let $\alpha_{1}, \ldots, \alpha_{n}$ be distinct elements of $\mathbb{F}_{q}$, and $v_{1}, \ldots, v_{n}$ be nonzero elements of $\mathbb{F}_{q}$.
- Write $\boldsymbol{\alpha}=\left(\alpha_{1}, \ldots, \alpha_{n}\right), \boldsymbol{v}=\left(v_{1}, \ldots, v_{n}\right)$.
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$$
\operatorname{Tr}\left(C^{\perp}\right)=\left(\left.C\right|_{\mathbb{F}_{q}}\right)^{\perp}
$$

## Parameters of trace codes and subfield subcodes

- Length is $n$.
- The minimum distance of $\left.C\right|_{\mathbb{F}_{q}}$ is at least $d$.
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- Partial results on some classes of subfield subcodes.
- See Véron (1998-2005) and Byrne et al. (2023) on the parameters of Trace Goppa Codes.
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## Definition: Alternant codes
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> - $\Gamma(g ; \alpha)=\Gamma\left(g^{2} ; \alpha\right)$ holds for $q=2$ and square-free $g(X)$.
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## New codes by multiplier vectors

## Definition: New code by a multiplier vector

Let $C \leq \mathbb{F}_{q}^{n}$ be a code of length $n$, and $\mathbf{a}=\left(a_{1}, \ldots, a_{n}\right) \in\left(\mathbb{F}_{q}^{*}\right)^{n}$ a vector with nonzero entries. We define the code

$$
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$$

with multiplier vector a.
Definition: Monomially equivalent codes
Two codes $C, D \leq \mathbb{F}_{q}^{n}$ are called monomially equivalent, if $D=C_{a}$ for some multiplier vector $\mathbf{a} \in\left(\mathbb{F}_{q}^{*}\right)^{n}$

- Monomially equivalent codes have the same parameters.
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## Theorem 3
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- As $n \rightarrow \infty$, the probability that $A$ has rank $n$ converges very fast to
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### 0.288788095086603.

- Numerical experiments show that with $q=2$ and $n=m k$,

$$
P_{C} \approx 0.29
$$

holds, if $C$ is Reed-Solomon ( $h=0$ ) or Hermitian code ( $h \approx 2^{m-1}\left(2^{m}-1\right)$ )
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