This is the heat equation.
For the forward equation we need again the adjoint of $S$. Let $\mu$ be absolutely continuous with respect to the Lebesgue measure, $\mu(\mathrm{d} y)=g(y) \mathrm{d} y$, and let $f \in C_{c}^{2}$. Integration by parts twice gives

$$
\int f^{\prime \prime}(y) g(y) \mathrm{d} y=\int f(y) g^{\prime \prime}(y) \mathrm{d} y
$$

That is $\left(S^{*} \mu\right)(\mathrm{d} y)=\frac{1}{2} g^{\prime \prime}(y) \mathrm{d} y$. The forward equation is

$$
\frac{\partial}{\partial t} p_{t}(y \mid x) \mathrm{d} y=\frac{1}{2} \frac{\partial^{2}}{\partial y^{2}} p_{t}(y \mid x) \mathrm{d} y,
$$

which for the densities gives

$$
\frac{\partial}{\partial t} \rho_{t}(y \mid x)=\frac{1}{2} \frac{\partial^{2}}{\partial y^{2}} \rho_{t}(y \mid x),
$$

again the heat equation.
Recall that the fundamental solution to the heat equation

$$
\frac{\partial}{\partial t} u(t, x)=\frac{1}{2} \frac{\partial^{2}}{\partial x^{2}} u(t, x)
$$

is

$$
F(t, x)=\frac{1}{\sqrt{2 \pi t}} e^{-\frac{x^{2}}{2 t}},
$$

which is exactly the transition density of the SBM.

### 6.4 Diffusion processes

Diffusions can be handled as solution to SDEs. We showed that under general conditions unique strong solution to SDEs exists, implying the existence of diffusion processes. This is the probabilistic approach due to Lévy and Itô. Another more analytical approach to such processes was applied by Kolmogorov and Feller. They treated diffusions as general Markov processes and using tools from the theory of partial differential equations, they showed that under suitable conditions the Kolmogorov backward and forward equations have a unique solution. Then the existence of a desired Markov process follows from Kolmogorov's consistency theorem, and the continuity property

Theory SDE $\Rightarrow$ I! string sh.
of the process can be treated by Kolmogorov's continuity theorem (Theorem 12). Here we look a bit into the latter approach.

A diffusion process locally behaves as a Wiener process, in the sense that $\quad W 4)$ SYM
satisfies the SDE it satisfies the SDE

$$
\mid \mathrm{d} Y_{t}=\mu\left(Y_{t}\right) \mathrm{d} t+\sigma\left(Y_{t}\right) \mathrm{d} W_{t}
$$

That is, for $h>0$

$$
\Delta Y_{t}=Y_{t+h}-Y_{t}=\int_{t}^{t+h} \mu\left(Y_{s}\right) \mathrm{d} s+\int_{t}^{t+h} \sigma\left(Y_{s}\right) \mathrm{d} W_{s}
$$



$$
\begin{aligned}
& \mathbf{E}\left[\Delta Y_{t} \mid Y_{t}=y\right]=\mu(y) h+o(h), \\
& \mathbf{E}\left[\left(\Delta Y_{t}\right)^{2} \mid Y_{t}=y\right]=\sigma^{2}(y) h+o(h)
\end{aligned}
$$

A diffusion process $\left(Y_{t}\right)$ is a continuous Markov process satisfying as $h \downarrow 0$
(i) $\mathbf{P}\left(\left|\Delta Y_{t}\right|>\varepsilon \mid Y_{t}=y\right)=o(h)$; the tropical ions does ut mater
(ii) $\mathbf{E}\left(\Delta_{\varepsilon} Y_{t} \mid Y_{t}=y\right)=\mu(y) h+o(h)$;
(iii) $\mathbf{E}\left(\left(\Delta_{\varepsilon} Y_{t}\right)^{2} \mid Y_{t}=y\right)=\sigma^{2}(y) h+o(h)$,
where $\Delta Y_{t}=Y_{t+h}-Y_{t}$, and

$$
E_{x}\left(y_{t}\right)=x+\mu(x) \cdot t+
$$

$$
\text { st } t_{t}= \begin{cases}\Delta Y_{t}, & \text { if }\left|\Delta Y_{t}\right| \leq \varepsilon, \\ 0, & \text { otherwise }\end{cases}
$$

truncalion at $\varepsilon$

$$
L \sigma(t)
$$

The definition determines the infinitesimal generator of the process. For

$$
\begin{aligned}
& {\left[\begin{array}{c}
f \in C_{c}^{2} f\left(x+\left(V_{t}-x\right)\right) \\
\mathbf{E}_{x} f\left(Y_{t}\right)
\end{array}=\mathbf{E}_{x}\left[\begin{array}{l}
\text { h } \\
\left.f(x)+\left(Y_{t}-x\right) f^{\prime}(x)+\left(Y_{t}-x\right)^{2} \frac{f^{\prime \prime}(x)}{2}+o\left(\left(Y_{t}-x\right)^{2}\right)\right] \\
\\
\quad=f(x)+t \mu(x) f^{\prime}(x)+t \sigma^{2}(x) \frac{f^{\prime \prime}(x)}{2}+o(t)
\end{array}\right.\right.}
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
& \begin{array}{c}
(S f)(x)=\lim _{t \rightarrow 0} \frac{1}{t} \mathbf{E}_{\bigotimes}\left[f\left(Y_{t}\right)-f(x)\right]=\mu(x) f^{\prime}(x)+\sigma^{2}(x) \frac{f^{\prime \prime}(x)}{2} . \\
\text { latange }^{2} 74
\end{array} \\
& \begin{array}{c}
\text { planting } \\
\text { pojvinn }
\end{array} \\
& f(x+h)=f(x)+h \cdot f^{\prime}(x)+\frac{h^{2}}{2} \cdot f^{\prime \prime}(x)+\sigma\left(l^{2}\right)
\end{aligned}
$$

$$
\begin{aligned}
& (S f)(x)=\mu(x) f^{\prime}(x)+\frac{\sigma^{2}(x)}{2} f^{\prime \prime}(x) \\
& P_{t}(B \mid x)=P\left(y_{t} \in B \mid y_{0}=x\right) \\
& \text { Kolmogorov backward equation is } \\
& \frac{\partial}{\partial t} p_{t}\left(\left.\frac{\mathrm{~B}}{\mathrm{k}} \right\rvert\, x\right)=\mu(x) \frac{\partial}{\partial x} p_{t}(\mathbb{\mathrm { X }} \mid x)+\frac{\sigma^{2}(x)}{2} \frac{\partial^{2}}{\partial x^{2}} p_{t} \quad \begin{array}{l}
\mathrm{B} \\
(y \mid x)
\end{array} \\
& P_{t}(d y \mid x)=\int_{\pi}(y(x) d y \\
& \text { devi. } \\
& \text { Kor }
\end{aligned}
$$

For the forward equation we need the adjoint of $S$. This can be determined as for the SBM. Let $\rho_{t}(y \mid x)$ denote the density of the process, i.e. $p_{t}(\mathrm{~d} y \mid x)=\rho_{t}(y \mid x) \mathrm{d} y$. Let $\bar{\mu}(\mathrm{d} y)=g(y) \mathrm{d} y$. If $f$ has compact support then in the integration by parts formula the increment disappears and we get

$$
\begin{aligned}
& \int(S f)(y) \mu(d y)=\int_{\sigma^{2}} f(y)\left(S^{*} \mu\right)(d y) \\
& \int(S f)(y) g(y) \mathrm{d} y=\int\left[\mu(y) f^{\prime}(y)+\frac{\sigma^{\prime}(y)}{2} f^{\prime \prime}(y)\right] g(y) \mathrm{d} y \\
& \underbrace{\mu(\mathrm{~d} y)}=\int f(y)\left[-\frac{\mathrm{d}}{\mathrm{~d} y}(\mu(y) g(y))+\frac{1}{2} \frac{\mathrm{~d}^{2}}{\mathrm{~d} y^{2}}\left(\sigma^{2}(y) g(y)\right)\right] \mathrm{d} y .
\end{aligned}
$$

$$
\left\lvert\, \frac{\partial}{\partial t} S_{t}(y \mid x)=\right.
$$

$$
=\mu(x) \frac{\partial}{d x} \rho_{t}(y \mid x)
$$

$$
\begin{aligned}
& f \in C_{c}^{2} \\
& g \in C_{c}^{2}
\end{aligned}
$$

$$
+\frac{6^{2}(x)}{2} \frac{\partial^{2}}{\partial x^{2}+i(1)}
$$

$$
\begin{aligned}
& \int S f(y) g(y) d y=\int\left(\mu(y) f^{\prime}(y)+\frac{\sigma^{2}(y)}{2} f^{\prime \prime}(y)\right) g(y d y \\
= & \int \mu(y) g(y) f^{\prime}(y) d y+\int \frac{0^{2}(y)}{2} g(y) f^{\prime \prime}(y) d y
\end{aligned}
$$

Want: get $f$ instead of $f_{0}^{\prime \prime}, f^{\prime}$

$$
\begin{aligned}
& \int \mu(y) g(\eta) f^{\prime}(\eta) d y=[f(y) \cdot \mu(y) g(y)]_{-\infty}^{\infty} \\
& -\int f(y) \cdot \frac{d}{d y}(\mu(y) g(y)) d y \\
& =-\int f(\eta) \frac{d}{d y}(\mu(y) g(\eta)) d y \text {. } \\
& \text { inleadaion } \\
& \text { Dypants } \int f^{\prime}(y) \cdot \frac{d}{d y}\left(g(y) b^{x}(y)\right) d y \\
& =-f(y) \frac{d}{d y}\left(P(y) \sigma^{2}(y)\right) \int_{-\infty}^{\infty}+\int f(y) \frac{d^{2}}{d y^{2}}\left(g(\eta) \sigma^{2}(y)\right) d y \\
& =\int f(\eta) \frac{d^{2}}{d y^{2}}\left(\eta(\eta) \sigma^{7}(y)\right) d y .
\end{aligned}
$$

$$
\begin{aligned}
& \int S f(y) g(y) d y=-\int f(y) \frac{d}{d y}(\mu(y) g(y)) d y \\
& \quad+\frac{1}{2} \int f(y) \frac{d^{2}}{d y^{2}}\left(g(y) \sigma^{2}(y)\right) d y \\
& =\int f(\eta) \cdot\left[-\frac{d}{d y}(\mu(y) g(y))+\frac{1}{2} \frac{d^{2}}{d y^{2}}\left(g(y) \sigma^{2}(y)\right)\right] d y \\
& =\int f(\eta) S^{-x} g(y) d y \text { adjoind of } S .
\end{aligned}
$$

$$
{\underset{t}{t}}^{I_{t}} \int_{0}^{t} f(s) d N_{s}=\lim _{n \rightarrow \infty}{\underset{i}{m}} f\left(t_{i}^{\left(k_{i}^{\prime}\right)}\left(w_{k_{i+1}}-N_{t_{i}^{\prime \prime}}\right)\right.
$$

$$
\begin{aligned}
& \text { (It) prows is Galision } \quad \rho_{2} \text { ayy ix } n \\
& \left(I_{t_{1}}, I_{t_{2}, \ldots,} I_{t_{\varepsilon}}\right) \sim \operatorname{Vl}_{l}(0,5) \\
& \left.\& N(0) \sum_{i} 1 f\left(t_{i}^{(N)}\right) \cdot\left(t_{(1)}^{2}-\lambda_{i}\right)\right) \\
& t_{1}<t_{2}<\ldots<t_{q} \quad q \text { dinensional } \\
& \text { nownal vector }
\end{aligned}
$$

Same prog

is normal with mean and variance

$$
\begin{aligned}
& {\left[\begin{array}{l}
\mathbf{E} Y_{t}=e^{-\mu t} \mathbf{E} Y_{0}, \\
{\left[\mathbf{E} Y_{t}^{2}=e^{-2 \mu t} \mathbf{E} Y_{0}^{2}+e^{-2 \mu t} \int_{0}^{t} \sigma^{2} e^{2 \mu s} \mathrm{~d} s=e^{-2 \mu t}\right.} \\
\text { We see that as } t \rightarrow \infty
\end{array}\right.}
\end{aligned}
$$

Taking the limit for the initial distribution $Y_{0}$ we see that $\left(Y_{t}\right)$ is Gaussian and

$$
Y_{t} \sim \mathrm{~N}\left(0, \frac{\sigma^{2}}{2 \mu}\right)
$$

Next we determine the covariance function of $Y$. Since

$$
Y_{t}=e^{-\mu t}\left(Y_{0}+\int_{0}^{t} \sigma e^{\mu u} \mathrm{~d} W_{u}\right)
$$

$$
E y_{t}=0 N
$$

we get

$$
\begin{equation*}
Y_{t}-e^{-\mu(t-s)} Y_{s}=e^{-\mu t} \int_{s}^{t} \sigma e^{\mu u} \mathrm{~d} W_{u}, t>s \tag{30}
\end{equation*}
$$

which is independent of $\sigma\left(W_{u}: u \leq s\right) \sigma$. Therefore,

$$
\begin{aligned}
\operatorname{Cov}\left(Y_{t}, Y_{s}\right) & =\mathbf{E} Y_{t} Y_{s}=\mathbf{E}\left(Y_{t}-e^{-\mu(t-s)} Y_{s}+e^{-\mu(t-s)} Y_{s}\right) Y_{s} \\
& =e^{-\mu(t-s)} \mathbf{E} Y_{s}^{2}=\frac{\sigma^{2}}{2 \mu} e^{-\mu(t-s)},
\end{aligned}
$$

which depends only on $t-s$. That is $\left(Y_{t}\right)$ is stationary.
Using formula (30) for $A \in \mathcal{B}(\mathbb{R})$

$$
\begin{aligned}
& \mathbf{P}\left(Y_{t} \in A \mid Y_{u}: u \leq s, Y_{s}=x\right) \\
& =\mathbf{P}\left(Y_{t}-e^{-\mu(t-s)} Y_{s} \in A-e^{-\mu(t-s)} x \mid Y_{u}: u \leq s, Y_{s}=x\right) \\
& =\mathbf{P}\left(Y_{t}-e^{-\mu(t-s)} Y_{s} \in A-e^{-\mu(t-s)} x\right)
\end{aligned}
$$

The variable $Y_{t}-e^{-\mu(t-s)} Y_{s}$ is mean zero Gaussian with variance

$$
\mathbf{E}\left(Y_{t}-e^{-\mu(t-s)} Y_{s}\right)^{2}=e^{-2 \mu t} \underbrace{\int_{s}^{t} \sigma^{2} e^{2 \mu u} \mathrm{~d} u}_{76}=\frac{\sigma^{2}}{2 \mu}\left(1-e^{-2 \mu(t-s)}\right) .
$$

$$
\begin{aligned}
& Y_{t}=e^{-\mu t}\left(Y_{0}+S_{0}^{t} e^{\mu s} \cdot \sigma d W_{s}\right) \\
& Y_{0} \sim N\left(0, \frac{\sigma^{2}}{2 \mu}\right) \text { independend of }\left(W_{s}\right)_{1 \leq 0}
\end{aligned}
$$

$s<t$

$$
\begin{aligned}
& \operatorname{Cor}\left(Y_{s}, Y_{t}\right)=E\left(Y_{s}-Y_{t}\right) \\
& =E\left(e^{-\mu s} \cdot\left(y_{0}+\int_{0}^{s} e^{\mu u} \sigma d N_{u}\right) e^{-\mu t}\left(x_{0}+\int_{0}^{t} e_{\sigma}^{\mu u} d N_{n}\right)\right. \\
& \begin{aligned}
=e^{-\mu(t+s)}[ & E\left(y_{0}^{2}\right)+E\left(y_{0} \int_{0}^{t} \cdots d V_{\mu}\right)+E\left(y_{0} \int_{0}^{s} \cdots d w_{u}\right) \\
& \left.+E\left(\int_{0}^{s} \cdots d V_{u} \cdot \int_{0}^{t} \sim d w_{u}\right)\right]+0
\end{aligned} \\
& =e^{-\mu(t+s)}\left[\frac{\sigma^{2}}{2 \mu}+0+0+\frac{\sigma^{2}}{2 \mu}\left(e^{2 \mu s}-1\right)\right] \leq \\
& F\left(y_{0} \cdot \int_{0}^{t} \cdots d V_{u}\right)=0
\end{aligned}
$$

$$
\begin{aligned}
& =E \int_{0}^{3}()^{2} d u=\sigma^{2} \int_{0}^{3} e^{2 \mu u} d u
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{\sigma^{2}}{2 \mu}\left(e^{2 \mu s}-1\right) \\
& =e^{-\mu(t+s)} \frac{\sigma^{2}}{2 \mu}\left[\left(e^{2 \mu s}-1\right)+1\right] \\
& =\frac{\sigma^{2}}{2 \mu} \cdot e^{-\mu(t-s)}(- \text { depends only on } \\
& t-s
\end{aligned}
$$

Stationary


Substituting $s=0$

$$
p_{t}(\cdot \mid x) \sim \mathrm{N}\left(e^{-\mu t} x, \frac{\sigma^{2}}{2 \mu}\left(1-e^{-2 \mu t}\right)\right)
$$

that is, the transition density

$$
\rho_{t}(y \mid x)=\sqrt{\frac{\mu}{\pi \sigma^{2}\left(1-e^{-2 \mu t}\right)}} \exp \left\{-\frac{\mu\left(y-e^{-\mu t} x\right)^{2}}{\sigma^{2}\left(1-e^{-2 \mu t}\right)}\right\}
$$

We proved that $\left(Y_{t}\right)$ is a continuous stationary Markov process. It can be shown that this characterizes the OU process.

Finally, we spell out the Kolmogorov equations. The backward is

$$
\frac{\partial}{\partial t} \rho_{t}(y \mid x)=-\mu x \frac{\partial}{\partial x} \rho_{t}(y \mid x)+\frac{\sigma^{2}}{2} \frac{\partial^{2}}{\partial x^{2}} \rho_{t}(y \mid x)
$$

which is called Fokker-Planck equation. The forward is

$$
\frac{\partial}{\partial t} \rho_{t}(y \mid x)=-\frac{\partial}{\partial y}\left(-\mu y \rho_{t}(y \mid x)\right)+\frac{\sigma^{2}}{2} \frac{\partial^{2}}{\partial y^{2}} \rho_{t}(y \mid x)
$$

It is important to emphasize that in general explicit formulas for the transition densities cannot be obtained. For simulation results the Kolmogorov equations are important, because solutions can be approximated numerically.

## 7 Brownian motion and PDEs

This part is from Karatzas and Shreve [5].
We showed that the infinitesimal generator of the SBM is the Laplacian operator $\Delta$. Furthermore the transition density of SBM is the fundamental solution to the heat equation. These facts already show the intrinsic connection between Brownian motion and partial differential equations. Here we spell out this connection a bit more.

### 7.1 Harmonic functions and the Dirichlet problem

Let $D$ be an open subset of $\mathbb{R}^{d}$. Let $\underline{W}$ be a $d$-dimensional standard Brownian motion, and let

$$
\tau_{D}=\inf \left\{t \geq 0: W_{t} \in D^{c}\right\} \quad<- \text { ex if linke }
$$

the first exit time from $D$. Let $B_{r}$ be the open ball centered at the origin, $V_{r}$ its volume and $S_{r}$ its surface. The normalized surface measure on $B_{r}$ is $\mu_{r}$

$$
\mu_{r}(\mathrm{~d} x) \not \mathrm{P}_{0}\left(V_{\tau_{B_{r}}} \in \mathrm{~d} x\right) .
$$

Then

$$
\begin{equation*}
\int_{B_{r}} f(x) \mathrm{d} x=\int_{0}^{r} S_{\rho} \int_{\partial B_{\rho}} f(x) \mu_{\rho}(\mathrm{d} x) \mathrm{d} \rho . \tag{31}
\end{equation*}
$$

twhini

A function $u$ is harmonic in $D$ if

$$
\Delta u=\sum_{i=1}^{d} \frac{\partial^{2}}{\partial x_{i}^{2}} u=0
$$

in D. A function $u: D \rightarrow \mathbb{R}$ satisfies the mean-value property, if for every $a \stackrel{\rightharpoonup}{\in} D$ and $r>0$ such that $a+\bar{B}_{r} \subset D$,

$$
u(a)=\underbrace{\int_{\partial B_{r}} u(a+x) \mu_{r}(\mathrm{~d} x)} .
$$

We know that $u$ is harmonic if and only if it satisfies the mean-value property. We give a simple proof to one direction using Itô formula.

Proposition 11. If $u$ is harmonic in $D$, then it satisfies the mean-value property there.

Proof. By Itô's formula
$u\left(W_{t \wedge \tau_{a+B_{r}}}\right)=u\left(W_{0}\right)+\sum_{i=1}^{d} \int_{0}^{t \wedge \tau_{a+B_{r}}} \frac{\partial u}{\partial x_{i}}\left(W_{s}\right) \mathrm{d} W_{s}^{(i)}+\frac{1}{2} \int_{0}^{t \wedge \tau_{a+\sigma_{r}}} \Delta u\left(W_{s}\right) \mathrm{d} s$.
Taking expectation $\mathbf{E}_{g}$ and letting $t \rightarrow \infty$

$$
w_{0}=a \quad \mathbf{E}_{a} u\left(W_{\tau_{a+B_{r}}}\right)=u(a),
$$

as stated.
Let $D$ be an open set of $\mathbb{R}^{d}$ and $f: \partial D \rightarrow \mathbb{R}$ be a continuous function. Consider the Dirichlet problem

$$
\begin{align*}
& \Delta u=0, \quad \text { in } D, \\
& u=f, \quad \text { on } \partial D . \tag{32}
\end{align*}
$$



A solution to the Dirichlet problem is a continuous function $u: \bar{D} \rightarrow \mathbb{R}$ which satisfies the equation above.

Then one can guess that

$$
\begin{equation*}
\mathscr{L}^{\text {at }} u(x)=\mathbf{E}_{x} f\left(W_{\tau_{D}}^{b}\right) \tag{33}
\end{equation*}
$$

should be a solution, provided that the expectation exists.
Indeed, the boundary condition holds by the definition of $\tau_{D}$. Using the strong Markov property

$$
\begin{aligned}
\boxed{u(a)} & =\mathbf{E}_{a} f\left(W_{\tau_{D}}\right)=\mathbf{E}_{a}\left[\mathbf{E}_{a}\left[f\left(W_{\tau_{D}}\right) \mid \mathcal{F}_{\tau_{a+B_{r}}}\right]\right] \\
& =\mathbf{E}_{a} u(\underbrace{\left(W_{\left.\tau_{a+B_{r}}\right)}\right.})=\int_{\partial B_{r}} u(a+x) \mu_{r}(\mathrm{~d} x),
\end{aligned}
$$


that is the mean-value property holds, which means that $u$ is indeed harmonic.

We proved the following.
Proposition 12. If $u$ in (33) is well-defined then it is harmonic.
The proof of Proposition 11 shows in fact uniqueness.
Proposition 13. If $f$ is bounded and $\mathbf{P}_{a}\left(\tau_{D}<\infty\right)=1$ for all $a \in D$, then any bounded solution to (32) has the form (33).
Proof. Consider a bounded solution $u$. By Itô's formula

$$
u\left(W_{t \wedge \tau_{D}}\right)=u\left(W_{0}\right)+\sum_{i=1}^{d} \int_{0}^{t \wedge \tau_{a+B_{r}}} \frac{\partial u}{\partial x_{i}}\left(W_{s}\right) \mathrm{d} W_{s}^{(i)} \cdot+\frac{\rho}{2} \int \Delta u
$$

Taking expectation $\mathbf{E}_{a}$ and letting $t \rightarrow \infty$

$$
<\mathbf{E}_{a} u\left(W_{\tau_{D}}\right)=u(a),
$$

as stated.
Note that a solution to the Dirichlet problem (32) is necessarily containuous. Therefore, we need conditions characterizing the points $a \in \partial D$ for which

$$
\begin{equation*}
\lim _{x \rightarrow a, x \in D} \xlongequal{ } \stackrel{\mathbf{E}_{x} f\left(W_{\tau_{D}}\right)}{ }=f(a) \tag{34}
\end{equation*}
$$

holds for any bounded measurable function, which is continuous at $a$.
Define the stopping time $\sigma_{D}=\inf \left\{t>0: W_{t} \in D^{c}\right\}$. Note the $>$ compared to $\geq$ in $\tau_{D}$. A point $a \in \partial D$ is regular for $D$ is $\mathbf{P}_{a}\left(\sigma_{D}=0\right)=1$.


Without proof we state the result on regularity.



Theorem 34. Let $d \geq 2$ and fix $a \in \partial D$. The following are equivalent:
(i) (34) holds for every bounded, measurable function which continuous at $a$;
(ii) a is regular for $D$;
(iii) for all $\varepsilon>0$ we have

$$
\lim _{x \rightarrow a, x \in D} \mathbf{P}_{x}\left(\tau_{D}>\varepsilon\right)=0
$$

For $d=1$ every point of $\partial D$ is regular. The Dirichlet problem is always solvable, the solution is piecewise linear. For $d \geq 2$ consider the punctured unit ball $D=\left\{x \in \mathbb{R}^{d}: 0<\|x\|<1\right\}$. Clearly, the origin is irregular for $D$. For any $x \in D$ the SBM exits $D$ on its outer boundary, therefore we do not see the value of $f$ at 0 . For this $D$ the Dirichlet problem has a solution only if $f(0)=\widetilde{u}(0)$, where $\widetilde{u}$ is the solution for $B_{1}$.

### 7.2 Feynman-Kac formula

Consider the heat equation

$$
\begin{equation*}
\frac{\partial u}{\partial t}=\frac{1}{2} \Delta u \tag{35}
\end{equation*}
$$

with initial condition $u(0, x)=f(x)$.
The fundamental solution to the heat equation is in fact the transition probabilities of the $d$-dimensional SBM

$$
\rho_{t}(y \mid x)=\frac{1}{(2 \pi t)^{d / 2}} e^{-\frac{\|x-y\|^{2}}{2 t}} .
$$

Under some growth condition on $f$, the unique solution to (35) has the form

$$
u(t, x)=\mathbf{E}_{x} f\left(W_{t}\right)=\int f(y) \rho_{t}(y \mid x) \mathrm{d} y
$$

The probabilistic representation of the solution to certain PDEs holds in a more general setup.

Consider the equation

$$
\begin{align*}
& -\frac{\partial v}{\partial t}+k v=\frac{1}{2} \Delta v+g \quad \text { on }[0, T) \times \mathbb{R}^{d},  \tag{36}\\
& v(T, x)=f(x), \quad x \in \mathbb{R}^{d},
\end{align*}
$$

where $f: \mathbb{R}^{d} \rightarrow \mathbb{R}, k: \mathbb{R}^{d} \rightarrow[0, \infty)$, and $g:[0, T] \times \mathbb{R}^{d} \rightarrow \mathbb{R}$.

