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Abstract. We prove that there exists a packing of bn=2c copies of a tree of size dn=2e into
Kn. Moreover, the proof provides an easy algorithm.
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1. Terminology

Let G be a finite, simple graph. We will denote the order and the size of G by jGj
and eðGÞ, respectively. In a graph G a vertex of degree one will be called an end-
vertex. An end-vertex in a tree is a leaf.

Suppose G1; . . . ;Gk are graphs of order n. We say that there is a packing of
G1; . . . ;Gk (into the complete graph KnÞ if there exist injections
ai : V ðGiÞ ! V ðKnÞ; ei ¼ 1; . . . ; k, such that a�i ðEðGiÞÞ \ a�j ðEðGjÞÞ ¼ [ for i 6¼ j,
where the map a�i : EðGiÞ ! EðKnÞ is the one induced by ai.

We use the following terminology: A packing of k copies of a graph G will be
called a cyclic packing of G if there exists a permutation r on V ðGÞ such that the
graphs G, rðGÞ, r2ðGÞ,..., rk�1ðGÞ are pairwise disjoint i.e. they form a k-place-
ment of G.

The main references of this paper and other packing problems are the last
chapter of Bollobás’s book [1], the 4th Chapter of Yap’s book [10] and the survey
papers [11] and [8].

2. Conjectures and Results

The main motivation of the paper is the following well-known conjecture of
Bollobás and Eldridge ([1]).

Conjecture 1. Let G1; . . . ;Gk be k graphs of order n: If jEðGiÞj � n� k; i ¼ 1; . . . ; k;
then G1; . . . ;Gk are packable into Kn:
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The case k ¼ 2 (which was the origin of the conjecture) was proved by Sauer
and Spencer in 1978 in [5]. The case k ¼ 3 was proved recently in [3].

There are also some other results that are related to the special cases of the
above conjecture. For instance, instead of k graphs we can consider k copies of the
same graph or, instead of general graphs we can consider trees. The paper [9]
contains a result which implies that if eðGÞ � n� 3 with jGj ¼ n, then there exists
a 3-placement of G into Kn. The analogous result for three copies of a tree (of the
size n� 2) can be deduced from a result proved in [6]. It was shown in [7] that the
above mentioned placements of two or three copies can be obtained as a cyclic
packing.

The aim of this paper is to consider another special case of the Bollobás and
Eldridge conjecture. First of all we put k ¼ bn=2c. Observe that in this case the
total number of edges we pack into Kn is maximum (with respect to the Conjecture
of Bolobás and Eldridge). Next, because of the methods we use, we consider the
case of the packing of k copies of a tree. On the other hand we obtain something
more than the existence of the packing. In particular, an algorithm can be easily
obtained from the proof of the theorem. The main result of the paper can be
formulated as follows.

Theorem 2. Let T be a tree of size dn=2e. Then there exists a cyclic packing of bn=2c
copies of T into Kn.

Graph labellings are well-known and used in decomposition problems such
that, for instance, the conjecture of Ringel that the complete graph K2kþ1 can be
decomposed into 2k þ 1 subgraphs that are all isomorphic to a given tree with k
edges (see e.g. [2])

The main tool in the proof of the above theorem is the use of a labelling we call
distinct length labelling (DLL).

We introduce some additional terminology. Let Kk be a complete graph with
vertex set fx1; x2; :::; xkg. Let G be a graph of order not greater than k. A distinct
length labelling of a graph G in Kk (shortly: DL labelling or DLL) is an injection f
from the vertices of G to the set f1; 2; :::; kg such that, when each edge uv is assigned
the label minfjf ðuÞ � f ðvÞj; jf ðvÞ � f ðuÞjg modulo k, the resulting edge labels
(called: lengths ) are distinct. Moreover, if k is even we assume that the label k=2
does not occur (for, in this case, there are only k=2 edges of this length). Thus, there
are exactly bk�12 c possible lengths. If we draw G in such a way that the vertex labelled
i is identified with xi, then the label of an edge is the distance between its ends on the
cycle generated by fx1; x2; :::; xkg. We shall assume that such an identification has
been made. Let r ¼ ðx1x2:::xkÞ be a cyclic permutation. It is easy to see that the
image of an edge e has the same length as e. So, if G has a DL labelling in Kk, then
the permutation r defines a cyclic packing of k copies of G into Kk.

Remark. Observe that a DL labelling in K2kþ1 of a tree of size k would imply the
Ringel conjecture. A tree of size k with a DL labelling using only k þ 1 labels
f1; 2; :::; k þ 1g is said to be graceful. The well-known Ringel-Kotzig Conjecture
(Graceful Tree Conjecture) says that all trees are graceful (see [2]).
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Let now Kk;k be a complete bipartite graph with vertex set partition
L ¼ fx1; x2; :::; xkg and R ¼ fy1; y2; :::; ykg. Let e ¼ xiyj be an edge of Kk;k. The
length of e is given by j� i modulo k. Let G be a bipartite graph of size not
greater than k. A distinct length labelling of G in Kk;k is an injection f from the
vertices of G to the set fL;Rg � f1; 2; :::; kg such that: 1. for each edge uv the first
elements assigned to u and v are distinct i.e. uv can be considered as an edge of
Kk;k, 2. the lengths of all edges are distinct. Let r ¼ ðx1x2:::xkÞðy1y2:::ykÞ be a
permutation on vertex set of Kk;k having two cycles. It is easy to see that the image
of an edge e has the same length as e. So, if G has a DL labelling in Kk;k, then the
permutation r defines a cyclic packing of k copies of G into Kk;k. Observe that in
this case there are exactly k admissible lengths.

Remark. A DL labelling of a tree of size k in Kk;k has been considered by Ringel,
Llado and Serra [4] as bigraceful labelling. They conjectured that all trees have
bigraceful labellings, which would imply that Kk;k is decomposable into k copies of
any given tree with k edges.

Let now K2k be a complete graph on 2k vertices. We partition the vertex set of
K2k into two parts L ¼ fx1; x2; :::; xkg and R ¼ fy1; y2; :::; ykg and treat K2k as a join
Kk � Kk of two disjoint cliques Kk:

A distinct length labelling of G into Kk � Kk is an injection f from the vertices
of G to the set fL;Rg � f1; 2; :::; kg such that: 1. f can be considered (in a
canonical way) as a DLL in Kk for the subgraph of G induced by the edges having
both ends labelled by the pairs with the same first element. 2. f can be considered
as a DLL in Kk;k for the subgraph of G induced by the edges having the ends
labelled by the pairs with distinct first elements.

We shall consider G as a subgraph of K2k and identify the vertices labelled by
ðL; iÞ with xi and the vertices labelled by ðR; iÞ with yi. This will allow us to use
‘geometric’ terminology such as, for instance, crossing edge. As above, it is easy to
see that the permutation r ¼ ðx1x2:::xkÞðy1y2:::ykÞ define a cyclic packing of k
copies od G into K2k.

3. Some Lemmas

Let us start with an observation how to partition trees.
Lemma 3. Any tree of order n has a vertex u such that every component of T � u has
order at most bn=2c.

Proof. Let u be a vertex minimizing the order of a largest component of T � u.
Assume that there is a component T 0 of T � u of order > n=2. Then for the
neighbour v of u in T 0, the component containing u has order � n=2, and the other
components have order < jT 0j contradicting the choice of u. h

Lemma 4. Let T be a tree with eðT Þ � bkþ13 c. Then there exists a DLL of T in Kk.

Proof. In order to label T we shall use an algorithm which can be roughly
described as follows. If EðT Þ ¼ feg and e ¼ xy, then we label x arbitrarly and label
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y in such a way that e get one of admissible lengths. If eðT Þ > 1, without loss of
generality we may suppose that T ¼ T 0 þ e where T 0 has a DLL f and e ¼ xy with
x already labelled. Suppose that f ðxÞ ¼ i. A length l is said to be impossible if
either l already occurs within the lengths of EðT 0Þ or both labels iþ l and i� l are
already used for V ðT 0Þ. If the number of impossible lengths is smaller than the
number of admissible length, then we attribute to y a label such that e get possible
length. This a greedy algorithm is a very well known procedure.

Suppose now that we have labelled a subtree T 0 of T with eðT 0Þ ¼ m0 and let
e ¼ xy be an edge of T such that x 2 V ðT 0Þ and y 2 V ðT Þ � V ðT 0Þ. We may sup-
pose that m0 � bkþ13 c � 1, otherwise T 0 ¼ T and we are done. Let dT 0 ðxÞ ¼ d the
degree of x in T 0. There are m0 lengths used for m0 edges of T 0. Moreover, there are
m0 � d vertices not adjacent to x. They do not allow to use bm0�d

2 c lengths.
Therefore, the number of impossible lengths is at most m0 þ bm0�d

2 c. So, the
labelling of y is possible if

bk � 1

2
c > m0 þ bm

0 � d
2
cð�Þ

Since d � 1 and 3m0 � k � 2, we have

m0 þ bm
0 � d
2
c � m0 þ m0 � d

2
� m0 þ m0 � 1

2
� 3m0 � 1

2
<

k � 3

2
:

Thus, the inequality ð�Þ holds. h

We shall need the following forest version of the above lemma.

Corollary 5. Let F be a forest having q components. If eðF Þ � bkþ13 c � qþ 1, then
there exists a DLL of F in Kk.

Proof. By adding q� 1 edges to F we can get a tree T satisfying the assumptions
of the above lemma. It suffices to observe that a DLL for T is also a DLL for F . h

Lemma 6. Let T be a tree of size p � bk�12 c. If the tree T 0 obtained from T by
removing some of its leaves is graceful, then T has a DL labelling in Kk.

Proof. Let Kk be a complete graph with vertex set fx1; x2; :::; xkg and let T 0 be a
tree obtained from T by removing r of its leaves. Let f be a graceful labelling of T 0

with the labels f1; 2; :::; qþ 1g; q ¼ p � r. As usual we identify the vertices labelled
by i with xi. Denote by xi1 ; :::; xim the vertices adjacent to removed leaves. We have
Pm

j¼1 rij ¼ r where rij is the number of removed vertices adjacent to xij . We label
the removed leaves in the following way: the leaves adjacent to xi1 we label by
i1 þ qþ 1, i1 þ qþ 2, ..., i1 þ qþ r1, the leaves adjacent to xi2 by i2 þ qþ r1 þ 1,
i2 þ qþ r1 þ 2, ..., i2 þ qþ r1 þ r2 and so on. So, the removed edges incident with
xi1 get the lengths qþ 1, qþ 2, ..., qþr1, the edges incident with xi2 get the lengths
qþ r1 þ 1, qþ r1 þ 2,..., qþ r1 þ r2 and so on. It is easy to see that such a
labelling is possible if the largest label does not exceed k. But the last label we use
is im þ qþ r. We have im � qþ 1 � p þ 1: Thus
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im þ qþ r � p þ 1þ p � 2p þ 1 � 2bk � 1

2
c þ 1 � k

and the lemma follows. h

Corollary 7. Let T be a tree of diameter at most six. If eðT Þ < k=2, then T has a DL
labelling in Kk.

Proof . Deleting all leaves of T we get a tree of diameter at most four. It is known
(see [2]) that such a tree is graceful. Therefore, T satisfies the assumptions of
Lemma 6 which completes the proof. h

Lemma 8. Let T be a tree of size at most k. Assume that T containsa subtree T0 such
that: a) There exists a DLL f of T0 in Kk � Kk. b) One of the subgraphs of T0

induced L or R has bk�12 c edges. c) There is at least one edge in the other side. Then T
has a DLL in Kk � Kk. The DL labelling for T can be obtained from f in greedy
fashion.

Proof. Let T 0 be a maximal subtree of T containing T0 and having a DLL
obtained from f in greedy fashion. Without loss of generality we may suppose
that the right-hand side contains bk�12 c edges of T0 and the left-hand side contains
at least one edge. That means that no edge can be added to the right-hand side.
Let e ¼ xy be an edge of T such that x 2 V ðT 0Þ and y 2 V ðT Þ � V ðT 0Þ and let
p1; p2; �p denote the number of edges of T 0 in L. R and between L and R, respec-
tively. Let n1 and n2 denote the number of vertices of T 0 different from x in L and
R, respectively. We have p ¼ p1 þ p2 þ �p, p ¼ n1 þ n2. We have to show that if
p � k � 1 then it is possible to label y.

As in the previous lemma we shall consider two cases.

Case 1. x 2 L.

Then, as above, the possibility to label y would be implied by

k þ bk � 1

2
c þ p2 þ d

n1

2
e > 2p;

which is satisfied since k þ bk�12 c þ p2 ¼ k þ bk�12 c þ bk�12 c þ 1 � 2k � 1 and
p � k � 1.

Case 2. x 2 R.

As remarked above, y cannot get a label of the form ðR; iÞ. So, in this case we
examine only the possibility tofind for y the label with respect to DLL in Kk;k.
There are k admissible lengths; �p of them are impossible because of the lengths
used by �p crossing edges of T 0 and n1 of them are impossible because of n1 vertices
in L. Finally, the labelling of y is possible if

k > �p þ n1 ¼ p � p1 � p2 þ p � n2 ¼ 2p � ðp1 þ p2 þ n2Þ:
This is equivalent to

k þ ðp1 þ p2 þ n2Þ > 2p:
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By assumption c) we have p1 � 1. Since the subgraph of the tree T 0 induced by R is
a forest we have n2 � p2. On the other hand p � k � 1. So, the above inequality
holds which finishes the proof of the lemma. h

4. Proof of Theorem 2

Proof of the case of n even. Let n be an even integer. Put n ¼ 2k. The graph Kn will
be considered as the join of two complete graphs Kn

2
. One of these graphs will be

called left (denoted by L), and the other right (denoted by R). The same notation
will be used also for the corresponding vertex-sets. Let T be a tree of size k.
Choose u 2 V ðT Þ such that each component of T � u has order � k=2 which can
be done by Lemma 3. Let F1; . . . ; Fs be the components of T � u and
jF1j � . . . � jFsj. Let i� be such that

P

i<i� jFij � k=2 and
P

i�i� > k=2.

If jFi� j � 3 then the subtree consisting of F1 [ . . . [ Fi�and u has diameter at
most 6, and therefore T has a DLL by Corollary 7 and Lemma 8, and we are
done.

So we may assume jFi� j � 4. We define two subtrees T1 and T2intersecting in u
in the following way:

(i) If
P

i<i� jFij < k=3 then T1 is the subtree induced byF1; . . . ; Fi� and u and T2 is
the subtree induced byFi�þ1; . . . ; Fs and u.

(ii) If
P

i<i� jFij � k=3 then T1 is the subtree inducedby F1; . . . ; Fi��1 and u and T2 is
the subtree induced by Fi� ; . . . ; Fs and u.
Let q denote the number of components of T2 � u. We have

q � k=6:

Indeed, in case (i) we have 1 � q � 2 and k > 4ðqþ 1Þ, i.e. k=6 > 2ðqþ 1Þ=3 � q.
In case (ii) we have 4q � eðT2Þ � 2k=3. Moreover, we have

eðT2Þ �
k
3
� 1þ q:

In case (i) this is clear for q ¼ 1 and for q ¼ 2 we have eðT2Þ � 4k=9 > k=3þ 1
since in this case k > 12. In case (ii) we get eðT2Þ � k=2 � k=3þ q since q � k=6.

It remains to show how to find a DL labelling of T . Denote by t the index of
the last component in T1. In each component Fi, t þ 1 � i � t þ q, the vertices
u1; :::; uq are the neighbours of u. The following procedure will give the DL
labelling.

Step 1. First, we label in L a subtree of T1 containing u and having exactly
bkþ13 c þ 1 vertices.

Step 2. Next, we label in R for each i, t þ 1 � i � s, a proper subtree of Fi con-
taining ui such that the total number of labelled vertices is dk3e.

Step 3. For each component Fi, i � t þ 1, we label an unlabelled neighbour of a
labelled vertex in L.

Step 4. We extend the partial labelling by labelling an unlabelled neighbour of a
labelled vertex in each step until all vertices are labelled.
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The structure of the tree after Step 2 is illustrated in Fig. 1.
We shall prove now the validity of the above procedure, i.e. we show that it is

possible to find an admissible label in each step. Step 1 is possible by Lemma 4.
The possibility of Step 2 follows from Corollary 5 and from eðT2Þ � k=3.
Step 3 can be justified as follows. Let r be the number of vertices from com-

ponents Fi already labelled in L. Suppose that r � q� 1. The next vertex of a
component Fi can be labelled in L if the number of admissible lengths between L
and R is greater than the number of impossible lengths. There are qþ r crossing
lengths already used and at most r þ ðk þ 1Þ=3 vertices in L. Since
qþ 2r þ ðk þ 1Þ=3 � 3q� 2þ ðk þ 1Þ=3 < k, the next vertex of Fi can indeed be
labelled in L.

In order to justify Step 4 we distinguish two cases. Suppose that the next
vertex to label is y with x being the neighbour that is already labelled. If x 2 L we
shall show that y can be labelled in R. We get

�p þ n2 ¼ p � p1 � p2 þ p � n1 ¼ 2p � ðp1 þ p2 þ n1Þ:

Since p1 þ p2 þ n1 � k�1
3 þ k

3� qþ k�1
3 þ q > k � 1 � p we conclude �p þ n2 < k,

and hence there is an admissable label for x in R.
For x 2 R we have

p2 þ �p þ bn2

2
c þ n1 ¼ p � p1 þ p � dn2

2
e ¼ 2p � ðp1 þ d

n2

2
eÞ:

Fig. 1. Just before Step 3. T0 is a subtree of T1 induced by the vertices labelled in Step 1, F0

is the forest induced by the vertices labelled in Step 2, and by wi we denote an unlabelled
neighbour of a labelled vertex of the component Fi

Fig. 2. A tree T of size seven, its cyclic packing in K12 and a cyclic packing of a subtree that
cannot be extended in a greedy way

On Cyclic Packing of a Tree 441



Since p1 þ dn22 e � k�1
3 þ k

6 >
k�1
2 we get p2 þ �p þ bn22 c þ n1 <

3k�1
2 and hence we find

an admissible label for x as well. This finishes the proof of the case of n even.

Proof of the case of n odd. Let T be a tree of size dn2e ¼ bn2c þ 1 and let z be a leaf of
T . Observe that the tree T 0 � z satisfies the assumptions of Theorem 2 with respect
to Kn�1. Denote by r0 the cyclic packing of bn2c copies of T 0 into Kn�1. Since, by the
proof, r0 has two cycles of length bn2c, the permutation r obtained by adding to r0

the fixed vertex z is a cyclic packing bn2c copies of T into Kn.

5. Remarks

The simple idea used in the proof of the case of odd n can be generalized. It is easy
to see that the following theorem holds.

Theorem 9. Let T be a tree of size m and having a leaves. Then there exists a cyclic
packing of m� a copies of T into K2m�a. In particular, for even n there is a cyclic
packing of n

2� 1 copies of a tree of size n
2þ 1.

Theorem 2 could be considerably improved if for instance the Graceful Tree
Conjecture or Ringel-Llado-Serra Conjecture were true. In the first case we could
have more copies or edges and in the second case we would have only crossing
edges. However, a DL labelling used in the proof of Theorem 2 has been obtained
in almost greedy fashion, and,from this point of view Theorem 2 cannot be
improved as it is shown in Fig. 2.
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