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1 INTRODUCTION

In this paper we discuss the early history of Minimum Spanning Tree problem
and its solution. The MST problem is a corner stone of combinatorial opti-
mization and its history is rich. It has been described in detail in several places,
for example, one can mention [22] which gives a general overview of the his-
tory of combinatorial optimization; historically exhaustive paper [9]; another
historical paper which contains the first commented translation of the origi-
nal papers of Boruvka into English [19]; the paper [I3] which deals with early
papers by Jarnik; and papers [I§] and particularly [I6], which cover the later
rich development from contemporary perspective. Here we complement this by
concentraiting on the very early beginning of this development before 1930. It
is accepted by now that two papers [I], [2] by Bortvka in 1926 and Jarnik [I1]
in 1930 are the first papers providing a solution to Minimum Spanning Tree
problem. We document this together with remarks illustrating the milieu of
this discovery and personalities of both authors (and Bortuvka in particular).

2 PaAPER No. 1

Otakar Boruvka published three papers in 1926, two of which are our optimiza-
tion papers: the paper [2] appeared in a local mathematical journal in Brno and
the other in an engineering magazine Elektrotechnicky obzor [I] (Electrotech-
nical Overview). The paper [2] has 22 pages and it was repeatedly described
as unnecessary complicated. Paper [I] has a single page and it is little known
(for example, it is not listed among his scientific works neither in [20] nor [4]).
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However we believe that this is the key paper. It demonstrates how clearly
Bortuvka understood the problem and its algorithmic solution. The paper is
very short and thus we can include the English translation in full (the original
paper was written in Czech).

2.1 TRANSLATION OF “PRISPEVEK K RESEN{ OTAZKY EKONOMICKE STAVBY
ELEKTROVODNYCH SiT{”

Dr. Otakar Boruvka

A CONTRIBUTION TO THE SOLUTION OF A PROBLEM
OF ECONOMIC CONSTRUCTION OF ELECTRIC
POWER-LINE NETWORKS

In my paper “On a certain minimal problem”(to appear in Prdce
moravské prirodovédecké spoleénosti) I proved a genmeral theorem,
which, as a special case, solves the following problem:

There are n points given in the plane (in the space) whose mutual
distances are all different. We wish to join them by a net such that
1. Any two points are joined either directly or by means of some
points, 2. The total length of the net would be the shortest possible.

It is evident that a solution of this problem could have some im-
portace in electricity power-line network design; hence I present the
solution briefly using an example. The reader with a deeper interest
in the subject is referred to the above quoted paper.

I shall give a solution of the problem in the case of 40 points given
in Fig. 1. I shall join each of the given points with the nearest
neighbor. Thus, for example, point 1 with point 2, point 2 with
point 3, point 3 with point 4 (point 4 with point 3), point 5 with
point 2, point 6 with point 5, point 7 with point 6, point 8 with
point 9, (point 9 with point 8), etc. I shall obtain a sequence of
polygonal strokes 1,2,...,13 (Fig. 2).

I shall join each of these strokes with the nearest stroke in the short-
est possible way. Thus, for example, stroke 1 with stroke 2, (stroke
2 with stroke 1), stroke 3 with stroke 4, (stroke 4 with stroke 3), etc.
I shall obtain a sequence of polygonal strokes 1,2,...,4 (Fig. 3) I
shall join each of these strokes in the shortest way with the nearest
stroke. Thus stroke 1 with stroke 3, stroke 2 with stroke 3 (stroke 3
with stroke 1), stroke 4 with stroke 1. I shall finally obtain a single
polygonal stroke (Fig. 4), which solves the given problem.

2.2 REMARKS ON “PRISPEVEK K RESENI PROBLEMU EKONOMICKE KON-
STRUKCE ELEKTROVODNYCH SiTI”

The numbering of Figures is clear from a copy of the original article which we
include below.

DOCUMENTA MATHEMATICA + EXTRA VOLUME ISMP (2012) 127-141



MINIMAL SPANNING TREE ALGORITHM 129

Yonlairme oo P Y. Tydiowhima
s.x85.
ZVLASTNI OTISK Z CASOPISU ,ELEKTROTECHNICKY OBZOR*
Rog. 15. Cis. 10. Praha IIL, Cihelna 102. 5. bfezna 1926.
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Jost sfeimé, fe Feken této lohy mise mit v olek-
trotechnické praksi pfi nivizich plina
siti jistou dulezitost; z tnho duavodu je zde struéné XII

*) Vyide v nejblizi dobé v Pracich Moravské pii-
rodovédecké spoletnosti.

Matematicky istav Masarykovy university v Brné,
v lednu 1926.

Figure 1: Boruvka’s short paper [I]

This paper is written in a nearly contemporary style. An example given (40
cities) is derived from the original motivation of Boruvka’s research which was
a problem related to the electrification of south-west Moravia. (See Section 6
about further details of Boruvka’s motivation.) Paper [2] contains yet another
example with 74 cities. The electrification of South-Moravia was an actual
topic in the early 20th century and it was very close to the editors of the Elek-
trotechnicky obzor. (Note also that South-Moravia is one of the developed and
cultured parts of Europe. It is and has been for centuries fully industrialized
and yet a wine growing, rich and beautiful country. The core part of it is now
protected by UNESCO.)

As a good analyst Boruvka viewed the assumption on distinct distances as
unimportant. Once he told us: “if we measure distances, we can assume that
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they are all different. Whether distance from Brno to Breclav is 50 km or 50
km and 1 cm is a matter of conjecture” [5].

We tried to keep the view of the original article. A careful reader can observe
that the last figure (Fig. 4) in Boruvka’s paper [I] is reversed. This was noted
already by Bortivka in 1926 as seen from our depicted copy which he mailed to
Prof. Bydzovsky).

Of course, the Elektrotechnicky obzor is not a mathematical journal. Yet,
this was a proper place to publish the result. The magazine was founded in
1910 (and it has been published by that name until 1991 when it merged with
other journals under the name Elektro). It was the first Czech journal focussed
on electricity. It was founded by Vladimir List, engineer and professor in
Brno (who served as president of the Czech Technical University in Brno and,
among other things, was Chairman of the International standards organization
ISA). He advocated the systematic electrification of Moravia and convinced
authorities to build public high voltage trasmission lines. Boruvka began his
studies at the the Technical University in Brno.

3 CONTEMPORARY SETTING

Before discussing the paper [2] let us include, for comparision, the well known
contemporary formulations of the Minimum Spanning Tree problem, Boruvka’s
algorithm and the proof, see, e.g., [23].

PrROBLEM (MST). Let G = (V, E) be an undirected connected graph with n
vertices and m edges. For each edge e let w(e) be a real weight of the edge e and
let us assume that w(e) # w(e’) for e # ¢’. Find a spanning tree T = (V, E’)
of the graph G such that the total weight w(7T) is minimum.

BORUVKA’S ALGORITHM

1. Initially all edges of G are uncolored and let each vertex of G be a trivial
blue tree.

2. Repeat the following coloring step until there is only one blue tree.

3. Coloring step: For every blue tree T, select the minimum-weight uncolored
edge incident to T'. Color all selected edges blue.

PROOF (Correctness of Boruvka’s algorithm). It is easy to see that at the end
of Boruvka’s algorithm the blue colored edges form a spanning tree (in each step
the distinct edge-weights guarantee to get a blue forest containing all vertices).
Now we show that the blue spanning tree obtained by Boruvka’s algorithm is
the minimum spanning tree and that it is the only minimum spanning tree of
the given graph G. Indeed, let T' be a minimum spanning tree of G and let T*
be the blue spanning tree obtained by the algorithm. We show that T' = T™.
Assume to the contrary T' # T*. Let e* be the first blue colored edge of T™
which does not belong to T'. Let P be the path in T joining the vertices of
e*. It is clear that at the time when the edge e* gets blue color at least one of
the edges, say e, of P is uncolored. By the algorithm w(e) > w(e*). However,
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82 Dr. OTAKAR BOROVKA: © JISTEM PROBLEMU MINIMALNIM. 53

V rovin& (obecn& v r—rozmé&rném prostoru) jest
déno n [> 2] bodi, fjejichz vzdalenosti jsou vesmés
riizné. Jest je spojiti siti tak, aby

1° kazdé dva body byly spojeny bud pfimo anebo
prostfednictvim jinych, *
2° celkova délka sit& byla co néjmensi.
. pﬁpz\éé'rlisleﬂupmm obrazci jest poddno FeSeni této dlohy ve zvlastnim Ober ein Minim alproblem.

In dieser Arbeit lose ich folgendes Problem:

Es moge eine Matrix der bis auf die edingungen rog =0,
Taf = 13 positiven und von einander verschiedenen Zahlen re (, f =
1,2, ... n; n=2) gegeben sein.

Aus dieser ist eine Gruppe von einander und von Null verschie-
dener Zahlen auszuwahlen, so dass

1° in ihr zu zwei willkiirlich gewahlten natirlichen Zahlen py, p, (< n)
eine Teilgruppe von der Gestalt

Teea, Teacw =+ Teqzcat, Teat sz

Tpiea
existiere,
2° die Summe ihrer Glieder Kleiner sei als die Summe der Glieder
irgendeiner anderen, der Bedingung 1° geniigenden Gruppe von ein-
ander und von Null verschiedenen Zahlen.*)

Losung. Es sei f, eine der Zahlen « und [ff,] die kleinste der
Zahlen [f,7,] [7, = 1,). Dann ist die Menge der Zahlen [f,7,] (7, = f, 1,)
entweder leer, oder sie ist es nicht. Im ersten Falle setzen wir

F=[ik],
im zweiten ist die kleinste der Zahlen [f,7,] entweder grosser als [f,f,),
oder kleiner. Ist sie grosser, so setzen wir
F =[]
ist sie kleiner, betrachten wir die Kleinste der Zahlen [f7,]; diese sei
[i,f,]. Dann ist die Menge der Zahlen [f,,] (2,31, Ty, 1) entweder leer,
oder sie ist es nicht. Im ersten Falle setzen wir
F=[iA]), L),
im zweiten ist die kleinste der Zahlen [f,»,] entweder grosser als [f,f],
oder Kleiner. Ist sie grosser, so setzen wir
F=1[4), [HE]

*) Der Einfachheit halber bezeichne ich die Zahl r g mit [«€).

%) Jak na zékladé odvozeného vysledku lze je prakticky nalézt, jest vy-
lozeno v mém elanku ,Prispévek k fedeni otdzky ekonomické stavby elektro-
‘vodnych siti® v Elektrotechnickém obzoru roé. 15, 1926.

16 17

Figure 2: Last pages of paper [2]

then T'— e + e€* is a spanning tree with smaller weight, a contradiction. Thus
T="T*

This algorithm is called parallel merging or forest growing. It needs only log
| V| iterations while each iteration needs | E | steps. The speed up of this
(and other MST) algorithm was intensively studied, see, e.g., [L6] for a survey.

4 BORUVKA’S PAPER [2]

In the present terminology [I] is an outline of [2], and [2] is the full version of
1. [2] is written in Czech with an extensive (6 pages) German summary. This
also contributed to the fact that [2] is better known than [I]. The following is
the translation of the beginning of the paper.

Dr. Otakar Boruvka
ON A CERTAIN MINIMUM PROBLEM

In this article I am presenting a solution of the following problem:

Let a matrix M of numbers rop(a,f = 1,2,...,n; n > 2), all
positive and pairwise different, with the exception of rog = 0 and
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Tag = Tga be given. From this matriz a set of nonzero and pairwise
different numbers should be chosen such that

(1) For any p1, po mutually different natural numbers < n, it would
be possible to choose a subset of the form

rplcz ’ 7162637 TC3C47 e 7T6q726q71 ? TCq—lpz'

(2) The sum of its elements would be smaller than the sum of el-
ements of any other subset of nonzero and pairwise different
numbers, satisfying the condition (1).

Paper [2] then proceeds by constructing the solution. What was written in [I]
in an easy way, takes in this paper a very complicated form and Boruvka needs
four full pages (pages 37-40) to elaborately explain the first iteration of his
algorithm.

Why does it take so long? In a private conversation Boruvka explained this
in a contextual way: “I have been young, this was a very new and non-standard
topic and thus I have been afraid that it will not be published. So I made it a
little more mathematical”, [B]. That, of course, may be a part of the truth.
Another reason is certainly the absence of good notation and mainly special
notions (such as chain, path, or connectivity). Boruvka elaborately constructs
each component of the first iteration by describing the corresponding forest
by means of (sort of) a pointer machine: first he finds a maximum path P
containing a given point then he starts with a new vertex and finds a maximum
path P’ which either is disjoint with P or terminates in a vertex of P and so
on. Then he combines these paths to tree-components.

In the iterative step he already proceeds more easily (page 41). The final set
is denoted by J. The author then verifies all the properties of the set J. This
is (on page 41) divided into 5 theorems (numbered I, II, IIT, IV, V) which are
proved in the rest of the paper on p. 43-52. The proofs, of course, follow the
elaborate construction of the set J.

The paper ends (p. 51) with a remark on a geometric interpretation (in k-
dimensions) of the result and an example of the solution for a particular planar
set with 74 points is given. The German summary covers the construction of
the set J and states Theorems I, II, III, IV, V.

It is interesting to note that at three places of the article (in the proof
of Theorem IIT) he arrives on p. 46 to the exchange axiom in the following
rudimental form

K" = K' — [mg], [mn].

He does not, of course, mention cycles (as in Whitney) or more general algebraic
setting (as in Van der Waerden). That had to wait another decade (and this
is covered in another article of this book, see [7]).

Boruvka’s approach is a brute force approach par excellence. Not knowing
any related literature (and there was almost none, graph theory and even al-
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6 S “Dr. OTAKAR BOROVKA:

Véta lIL. Skupina K’ obsahuje fadu skupin ©.

Véta jest zfejmé spravna, je-li Tad n matice M roven 2 nebo 3.
BudiZ tedy n = 4. Pfedpokladame-li opak, dojdeme ke sporu. Vskutku,
budiZ [mn] &islo. z matice M obsaZené v fadé G a nevyskytujici se ve
skupiné K. Podle konstrukce jest skupina Gisel ® totoZna se skupinou §.
Tedy dle vEty 1 jest [mn] bud nejmen3i z Gisel [m'] (x%=m), anebo
nejmensi z Sisel [n7] (v =k n). Bez jmy na obecnosti miZeme pred-
pokladati, Ze jest nejmensi z Zisel [mu]. Skupina K’ obsahuje nutné
&len [mp] s indexem m. Dle predpokladu neni [mp] totozno s ¢islem [mn];
tedy jest vtsi. -

Skupina K’ jest dplnd pro indexy m, n; jsou moZny dvaa jen dva
vzijemng se vyluujici pripady:

Kajdé Cistetns skupina skupiny K’ pro indexy m, n obsahuje
gislo [mp).

Ve skupiné K existuje alespoii jedna skupina pro indexy m, n,
kterd neobsahuje &isla [mp].

V piipad& prvnim existuje ve skupin K’ skupina pro indexy m,n,
jiZ 1ze dle 13 psiti ve tvaru .

[mp], Lon
a skupina L,, pro indexy p, n obsahuje nutng alespoii jeden &len.
Skupina Gisel vzdjemné a od nuly riznych, obsaZenych v matici M
K“=K’ — [mp], [mn]

1. jest pripustna.

2. Jest tplna pro libovolné dva indexy py, p,. Vskutku, bud existuje
ve skupiné K’ alespofi jedna skupina pro indexy ps, Pz, ¢ neobsahuje
&lenu [mp] a jeZ jest tedy soufasné skupinou pro indexy py, Ps ve
skupiné K*, anebo ve skupin& K’ kaZdé skupina pro indexy p,, p, len
[mp] obsahuje. V tomto pripadé existuji viak ve skupiné K pfi vhodném
oznateni obou indexii p,, p, zfejmé skupiny (pokud nejsou prazdné)
L,m [mn], Loy, Loy, @ tedy dle 14 skupina pro indexy py, p,r

3. Soucet Clenit skupiny K“ jest mensi neZ soucet Elen skupiny K’
— proti predpokladu.

* Vpiipadé druhém existuje ve skupiné K’ alespoi jedna sku-
pina pro indexy m, n, jiZ Ize pséti ve tvaru
[mal, L.

Dle predpokladu jest nutn& q = n, tedy [mq] > [mn]. Skupina L g,
pro_indexy g, n obsahuje nutné alespofi jeden len. Tedy stadi apliko-
vati hotefSi iivahu na skupinu 7

K=K’ — [mq), [mn].

10
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16. BudiZ L skupina ¢isel vzajemn a od nuly riznjch, obsaZe-
nych v matici M. KdyZ a jen kdyZ jest moZno-rozdélii tuto skupinu ve
dvé ji iapiné vylerpvajici skupiny &astedné L,, L,, obsahujici alespoii
PO jednom Zlenu a takové, Ze Z4dna z obou skupin neobsahuje Elenu
s indexem vyskytujicim se ve skuping druhé, neni skupina L tiplna pro
kazdé dva indexy.

1. BudteZ L,, L, dv& skupiny uvedenych vlastnosti, budiz [p,q’,]
¢len skupiny Ly, [q%1 p,] Slen skupiny L, a predpokladejme, Ze existuje
ve skupiné L alespoii jedna skupina pro indexy ps, p,

Loup: = [P12), (9 G- - 91 pa):

Jeito skupina L, neobsahuje dle predpokladu Clenu s indexem p,,
jest &len [pyq,] nutné obsazen ve skupiné L,. Podobnt se zjisti, Ze ve
skuping L, jest obsaZen také kaZdy dal3i Zlen skupiny Ly, tedy zvI43ts
&len [qy-1P,). Tedy obsahuje kazd4 z obou skupin Ly, L, Clens indexem p,
— proti predpokladu.

2. BudteZ [p,q:), [qc1p.] dva Cleny skupiny L, p, & p, a pred-
poklidejme, Ze skipina L neni Gplnd pro indexy py, p, Polozme
2, =[p,qu)- Skupina L — £, bud neobsahuje ¢lenu s indexem, vysky-
tujicim se soufasn& ve skuping €, anebo obsahuje alespofi jeden takovy
&len. V plipadé prvnim polozme

L=2¢;L=L—2¢,
v ptipadé druhém budiz €, Castecna skupina skupiny L — €,, obsahujici
Zleny s indexy, vyskytujicimi se soutasng ve skuping €. Skupina
L —$ - &, bud neobsahuje Clenu s indexem, vyskytujicim se soutasng
ve skupiné £,, £, anebo obsahuje alespofi jeden takovy Zlen. V pfipadé

* prvnim polozme

L=%,2; L=L-%-8,
v pfipadé druhém budiz @, Eisteina skupina skupiny L — €, — &,
obsahujici Eleny s indexy, vyskytujicimi se soutasné ve skuping £,, .
Skupina L — £, — €, — £ bud neobsahuje lenu s indexem, vyskytu-
jicim se sougasné ve skupiné £,, €, €, anebo obsahuje alespoii jeden
takovy &len. V pfipadé prvnim polozme
L,=%,8, 8;L,=L—2 &8,

v pHpadé ‘druhém pokratujme ‘stejnym zpisobem dale. Dospéjeme zFejmé
ke dvéma skupindm L, L, z nich Zadna neobsahuje Clenu s indexem
vyskytujicim se ve skupiné druhé. Skupina L, obsahije ziejmé alespoii
jeden &len. Skupina L, obsahuje rovnéZ alespoii jeden Glen. Vskutku,
2 konstrukee jest patrno, Ze skupina L, jest fipln4 pro kaZdé dva indexy

1

Figure 3: Proof of Theorem III, paper [2]

133

gorithms were not yet bor) and feeling that the problem is very new, he
produced a solution. On the way he arrived at the key exchange axiom which
is in the heart of all greedy-type algorithms for MST. He was just solving a
concrete engineering problem and in a stroke of a genius he isolated the key
statement of contemporary combinatorial optimization. But he certainly was
not a Moravian engineer (as it is sometimes erroneously claimed). He was
rather an important and well connected mathematician (see Section 6).

5 VOJTECH JARNIK [11]

Boruvka was lucky. His contribution was recognised and his article [2] has
been quoted by both Kruskal [14] and Prim [I9] — papers which became the
standard references in the renewed interest in the MST in sixties. [2] became
the most quoted paper of Boruvka. The first reaction to Bortuvka came however
almost immediately from Vojtéch Jarnik [11]. Paper [11] published in the same
journal, has the same title as [2] which is explained by its subtitle “from a letter

1For comparison, Kénig’s book appeared in 1936. It is interesting to note that Konig
describes his book as “absolute graph theory” and neither optimization (i.e., MST) nor
enumeration is covered by this book.
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to O. BoritivkaB. This paper has only five pages with two pages of German
summary. The paper begins as follows:

In your article “About a minimum problem” (Prdce moravské
prirodovédecké spolecnosti, svazek III, spis 8) you solved an inter-
esting problem. It seems to me that there is yet another, and I
believe, simpler solution. Allow me to describe to you my solution.

Let n elements be given, I denote them as numbers 1,2,...,n. From
these elements I form %n(n — 1) pairs [i, k], where i # k;i,k =
1,2,...,n. I consider the pair [k,i] identical with pair [i,k]. To
every pair [i, k] let there be associated a positive number r; j(r;, =
Tk). Let these numbers be pairwise different.

We denote by M the set of all pairs [i,k]. For two distinct natural
numbers p,q < n, I call a chain (p,q) any set of pairs from M of
the following form:

[p, c1], [e1, 2], [ea, e3], ..oy [es—1, 4], [cs, 4] (1)

Also a single pair [p,q| I call a chain (p,q).

A subset H of M I call a complete subset (k¢ for short) if for any
pair of distinct natural numbers p,q < n, there exists a chain (p,q)
in H (i.e., a chain of form (1) all of whose pairs belong to H ).
There are ké; as M itself is kc.

If
[ilvkl]v[i27k2]7~'~7[itvkt] (2)

1s a subset K of set M, we put

Zrii,kj = R(K).

j=1

If for a complete set K the value R(K) is smaller than or equal
to the values for all other complete sets , then I call K a minimal
complete set in M (symbolically mkc). As there exists at least one
k¢ and there are only finitely many k¢, there exists at least one mkc.
The problem, which you solved in your paper, can be formulated as
follows:

PROBLEM: Prove that there exists a unique mké and give a formula
for its construction.

REMARK: Sets satisfying (1) are, of course now, called path, trail, walk;
Jarnik considers (1) as a family — repetitions are allowed). Of course k¢ cor-
responds to spanning connected subgraphs and mk¢ corresponds to minimum

2This also explains an unusual “Ich form” of the article.
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60 VOJTECH JARNIK!

Zavedeme nyni jisté Caste¢né mnoZstvi J z mnoZstvi M takto:
Detfinice mnozstvi J. Jest
I=lagal, las,al, ... [ay,_y 35, o)
kde a,, @, ... isou definovédna takto:
1. krok. Za a, zvolme kterykoliv z prvkit 1,2,...,n; a, budiZ
definovdno vztahem

Ta, a, = Min Ty
1=12,..,n
1¥a, g
k-ty krok. Je-li jiz definovdno (5) ay,asas.... ag_g By s
(2=k<n), definuime a,,_,, a,, vztahem
T, = min r ,
gy 1y Agy i §
kde i probihd vSechna Cisla ay,a,, ..., ay_,; i viechna ostatni z Cisel

1,2,...,n. P¥i tom budiZ a,_, jedno z &isel (5), takZe a,, neni obsa-
Zeno mezi &isly (5).

Je patrno, Ze pii tomto postupu je mezi Eisly (5) pravé k Cisel
riiznych, takZe pro k <n Ize k-ty krok provésti.

Reseni nasi tlohy je nyni ddno timto tvrzenim:
1. ] jest mké.
2. Neexistuje Zddnd jind mké.
3. J se sklddd z n-1 dvojic.
Diikaz provedu indukci. Tvrzeni 3. je patrné spravné.
1. Podle prvni pomocné véty musi kazdd mk< . obsahovati
mnozstvi
J.=la; 2l
MnoZstvi J. jest souvislé a ma pravé dva indexy.
2. Budiz pro jisté celé k 2=k <n) jiz dokdzano, Ze mnoZstvi
h=Mapa) [a,a) ... [, 2, ]
je souvisla cast s k indexy, jeZ jest obsazena v kazdé mk¢. Potom po-
dle 2. pomocné véty je také mnozZstvi
S =apa) fagal. . (3, 2yl
obsazeno v kazdé mk& a ma patrné k + 1 indexit (nebot a, _, patii
k indexiim mnoZstvi Ji, a, nikoliv). Déle jest J, ., souvisld ist;
nebot budte p,q dva riizné indexy mnozstvi J, ¢

4

Figure 4: Jarnik’s formula for M ST

spanning tree. There is no mention of trees in this paper. However, in the
proof Jarnik defines “connected set of entries””. These definitions are key to
his simplification of Boruvka. On p. 60 Jarnik begins to decribe his solution:

Let us now introduce a certain subset J of M as follows:

DEFINITION OF SET J. J = [a1,a2],[as,a4],...,[a2n—3, a2n—2]
where ay,as, ... are defined as follows:

First step. Choose as a1 any of elements 1,2,....,n. Let ay be
defined by the relation

Tay,a0 = min Taq,l (l:l,2,,n,l7éa1)

k-th step. Having defined

ai,az,as, ..., a%-3,02k—2(2 < k <n) (5)
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we define agi—1, 02 bY Tay_,, = min r;; where i ranges over

a2k
all numbers a1, as,...,a2:_2 and j ranges over all the remaining
numbers from 1,2, ... ,n. Moreover, let asi_1 be one of the numbers

in (5) such that agy is not among the numbers in (5). It is evident
that in this procedure exactly k of the numbers in (5) are different,
so that for k < n the k-th step can be performed.

The solution of our problem is then provided by the following:

PROPOSITION:

1. J is mke.
1. There is no other mkc.
1. J consists of exactly n — 1 pairs.

This construction is today called the tree growing procedure. It is usually called
Prim’s algorithm [20]; to establish justice we call this in [I7] (and elsewhere)
the Jarnik-Prim algorithm.

Jarnik (1897-1970) was less lucky than Boruvka in the credits to his work
in combinatorial optimization. His solution was almost entirely neglected until
very recently, [6] being perhaps the earliest exception. Even more so: the same
negligence (see, e.g., [§]) relates to his joint paper with Kossler [I2] which is
probably the earliest paper dealing with the Steiner Tree Problem (see [13]
for history and additional information on this part of Jarnik’s work). This is
surprising because Jarnik was (and still is) a famous mathematician. Already
in 1930 (after two years in Goéttingen with E. Landau) he was well known (and
better known than Bortuvka). It is interesting to note how quickly Jarnik re-
acted to the “exotic” Boruvka paper. One can only speculate that this probably
motivated him to continue (with Késsler) with the “Steiner tree problem” [12].
Like Boruvka, he never returned to these problems again.

6 BORUVKA’S CENTURY

At the end of the last millenium more authors (e.g., G. Grass, I. Klima, B.-H.
Lévy) attempted to summarize the passing century as “my” century. But in a
way, this was Boruvka’s century: born in 1899 he died in 1995. He was born
to a middle class Czech family. His father Jan Boruvka was a respected school
principal at his birthplace in Uhersky Ostroh. He was elected a honorable
citizien of the town. The school garden, which he founded, was a safe haven for
young Otakar. He attended the school of his father and later the gymnasium
in Uherské Hradisté. He excelled in all subjects. This was already during
the First World War (1914-1918) and on the advice of his parents, Bortuvka
switched to the military gymnasium in Hranice and then to military academy
in Médling (near Vienna). As he recollects, the sole reason of this was to escape
the military draft during the war. While he respected good teachers at both
institutions, he did not like this period very much (riding a horse being an
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Figure 5: Otakar Boruvka (archive of the authors)

exception). So immediatelly after the end of the war he resigned and returned
home to independent Czechoslovakia. He continued his studies at the Technical
University in Brno and then at the Masaryk University in Brno. It is there
where he met professor Maty&s Lerch. Lerch (1860-1922) was perhaps the first
modern Czech mathematician who obtained the prestigeous Grand Prix de
Academie de Paris in 1900, published over 230 papers and was in contact with
leading mathematicians of his time (he also attended the old gymnasium in
Rakovnik, a dear place to the authors of this article). Lerch chose Bortuvka as
his assistant in 1921 and had a profound influence on him. Boruvka writes that
possibly thanks to Lerch he became a mathematician. He considered himself
as the heir to Lerch’s legacy and initiated in 1960 the installment of Lerch’s
memorial plaque in Brno. Unfortunately, Lerch died early in 1922. However,
at that time Boruvka was fortunate to meet another strong mathematician,
Eduard Cech (1893-1960), and he became his assistant in 1923. Cech, a few
years Boruvka’s senior and very active person in every respect, suggested to him
to start working in differential geometry. Cech asked Boruvka to complete some
computations in his ongoing work and to become acquainted with what was
then a very new method of rapére mobile of Elie Cartan. Boruvka succeeded
and was rewarded by Cech who arranged his stay in Paris during the academic
year 1926/27.

Before this, in winter 1925/26, Boruvka met Jindfich Saxel, an employee of
Zapadomoravské elektrarny (West-Moravian Powerplants), who was not aca-
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demically educated and yet suggested to Boruvka a problem related to electri-
fication of South-West Moravia. Bortuvka remembers ([4], p. 52) that in the
solution he was inspired by Lerch’s attitude towards applications and that he
worked intensively on the problem. We already know the outcome of this. In
spring 1927 Boruvka lectured in Paris about [2] at a seminar (of Cambridge
mathematician J. L. Coolidge). He writes: “despite (and perhaps because of)
this very unconventional topic, the lecture was received very well with an active
discussion” ([], p. 59). In Paris he worked intensively with E. Cartan and be-
came a lifelong friend of Cartan’s family (particularly of his son Henri, future
president of IMU, whom Bortuvka invited to Brno in 1969).

Back in Brno, in winter 1927/28, Boruvka passed a habilitation (with a thesis
on the I-function and, again on a suggestion of E. Cech, obtained a Rockefeller
scholarship to Paris for the academic year 1929/30. In Paris he continued his
research motivated by intensive contacts with E. Cartan and met other leading
mathematicians of his time (J. Hamadard, B. Segre, E. Picard, M. Fréchet,
E. Goursat, H. Lebesgue). After one year in Paris he received (thanks to
involvement of E. Cartan “in whose interest it was to expand his methods to
Germany” [], p. 67) the Rockefeller scholarship to Hamburg.

In Hamburg he visited W. Blaschke but Bortivka mentions also E. Artin, H.
Zassenhaus, E. Kihler and E. Sperner. It is interesting to note that S. S. Chern
followed Boruvka’s path a few years later (from Hamburg 1934, to Paris 1936).
Chern quoted Boruvka and “even called some statements by my name” ([4], p.
67). This is also the case with, e.g., the Frenet-Boruvka theorem, see [10].

In 1931 Boruvka returned to Brno and stayed there basically for the rest of
his life. He was then 32, had spent at least four years abroad meeting many of
the eminent mathematicians of his time. He was an individualist (typically not
writing joint papers). This is illustrated by the fact that although Cech invited
him to take part in his newly founded (and later internationally famous) topo-
logical seminar in Brno, he declined. But Boruvka was an influential teacher.
He progressed steadily at the university and in the society. However, the war
which broke out in 1939 brought many changes to Boruvka’s life. All Czech
universities were closed by the Nazis. Boruvka and his circle of friends were
arrested by the Gestapo at Christmas 1941. In his memoirs [4], he recalls this
at length in the chapter called “On the threshold of death”. Among others,
his friend Jindfich Saxel was executed in 1941. It is interesting to note, that
the West-Moravian Powerplants recollected Boruvka’s work on MST and made
him a generous job offer (which he declined).

During his life, Boruvka changed his research topic several times. He was
fully aware of his position in Brno and took responsibility for the future devel-
opment there. He wrote basic books on group theory and groupoids (during the
World War II). After the war he started his seminar on differential equations.
[4] contains contributions of his students in all areas of his activities.

Due to the space limitations and the scope of this article we end the his-
torical overview of Boruvka’s century here. Boruvka was deeply rooted in the
Moravian soil. For Brno mathematics he was the founding father. Not in the
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ZarL

Figure 6: Boruvka’s grave at the Central Cemetery in Brno

sense of politics (which he luckily avoided most of his life) but in the sense
of scientific activity which by far transcended the provincial focus of Brno of
his time. In this respect he can be compared, e.g., to Leo§ Janacek. This is
not a mere speculation: Boruvka played several instruments and the conductor
Zdenék Chalabala was a close friend to both Jand¢ek and Boruvka.

The authors of this text knew Boruvka in his last years. He was a grand old
man, yet modest, and still interested in the new developments. He was aware
of his MST fame. He would be certainly pleased to know that the late J. B.
Kruskal immediately replied to an invitation to write a memorial article on
Boruvka [I5]. The quiet strength of Bortuvka is felt even posthumously. Fig. 6
depicts Boruvka’s remarkable grave at the Central Cemetery in Brno.
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