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Abstract. In this article we introduce rather general notion of the stationary solution of
the bistable equation which allows to treat discontinuous density dependent diffusion
term with singularities and degenerations, as well as degenerate or non-Lipschitz bal-
anced bistable reaction term. We prove the existence of new-type solutions which do
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1 Introduction

Let us consider the bistable equation

∂u
∂t

=
∂2u
∂x2 + g(u) (1.1)

in R, where the reaction term g : [0, 1]→ R is continuous and there exists s∗ ∈ (0, 1) such that

g(0) = g(s∗) = g(1) = 0, g(s) < 0 for s ∈ (0, s∗), g(s) > 0 for s ∈ (s∗, 1).

Equation (1.1) appears in many mathematical models in population dynamics, genetics, com-
bustion or nerve propagation, see e.g. [1, 2] and references therein.
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This kind of reaction is called bistable, cf. [3, 7–9]. We distinguish between two different
cases of bistable reactions which lead to different type of solutions to (1.1). Namely, when∫ 1

0
g(s)ds = 0, (1.2)

we say that g is balanced bistable nonlinearity while in case∫ 1

0
g(s)ds 6= 0

the bistable nonlinearity g is called unbalanced. In the former case the equation (1.1) possesses
(time independent) stationary solutions which connect constant equilibria u0 ≡ 0 and u1 ≡ 1,
i.e., solutions u = u(x) of (1.1) satisfying

lim
x→−∞

u(x) = 0 and lim
x→+∞

u(x) = 1 (1.3)

or
lim

x→−∞
u(x) = 1 and lim

x→+∞
u(x) = 0. (1.4)

On the other hand, the latter case leads to the (time dependent) nonstationary travelling wave
solutions connecting u0 and u1, see e.g. [6, 10].

The stationary solutions of (1.1) satisfying (1.3) or (1.4) can be found in the closed form for
special reaction terms. For example, for

g(s) = s(1− s)
(

s− 1
2

)
we get stationary solution of (1.1), (1.3) in the following form

u(x) =
1
2

tanh
(

x
2
√

2

)
+

1
2

,

cf. [4]. Then solution u = u(x) ∈ (0, 1), x ∈ R, is a strictly increasing function which ap-
proaches equilibria u0 and u1 at an exponential rate:

u(x) ∼ ex as x → −∞ and 1− u(x) ∼ e−x as x → +∞ . (1.5)

If we consider the quasilinear bistable equation

∂u
∂t

=
∂

∂x

(∣∣∣∣∂u
∂x

∣∣∣∣p−2 ∂u
∂x

)
+ g(u), (1.6)

where p > 1 and g is balanced bistable nonlinearity then the structure of stationary solutions
to (1.6), (1.3) or (1.6), (1.4) may be considerably different as shown in [4]. For example, if

g(s) = sα(1− s)α

(
s− 1

2

)
, s ∈ (0, 1), α > 0,

we distinguish between the following two qualitatively different cases:

Case 1: α + 1 ≥ p,

Case 2: α + 1 < p.
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In Case 1 solution u = u(x) of (1.6), (1.3) is again a strictly increasing continuously dif-
ferentiable function which assumes values in (0, 1). However, (1.5) holds only in the case
α + 1 = p. In the case α + 1 > p we have

u(x) ∼ |x|
p

p−(α+1) as x → −∞ and 1− u(x) ∼ |x|
p

p−(α+1) as x → +∞ .

In Case 2 there exist real numbers x0 < x1 such that for all x ∈ (x0, x1) we have u(x) ∈
(0, 1), u is strictly increasing continuously differentiable, u(x) = 0 for all x ∈ (−∞, x0] and
u(x) = 1 for all x ∈ [x1,+∞). Moreover,

u(x) ∼ (x− x0)
p

p−(α+1) as x → x0+ and 1− u(x) ∼ (x1 − x)
p

p−(α+1) as x → x1− .

Our ambition in this paper is to study similar properties for the quasilinear bistable equa-
tion with density dependent diffusion coefficient d = d(s)

∂u
∂t

=
∂

∂x

(
d(u)

∣∣∣∣∂u
∂x

∣∣∣∣p−2 ∂u
∂x

)
+ g(u), (1.7)

where the properties of d = d(s) are specified in the next section.

2 Preliminaries

Let p > 1, g : [0, 1]→ R, g ∈ C[0, 1] be such that g(0) = g(s∗) = g(1) = 0 for s∗ ∈ (0, 1) and

g(s) < 0, s ∈ (0, s∗), g(s) > 0, s ∈ (s∗, 1).

The diffusion coefficient d : [0, 1]→ R is supposed to be a nonnegative lower semicontinuous
function and d > 0 in (0, 1). There exist 0 = s0 < s1 < s2 < · · · < sn < sn+1 = 1 such that
d
∣∣
(si ,si+1)

∈ C(si, si+1), i = 0, . . . , n, and d has discontinuity of the first kind (finite jump) at si,
i = 1, . . . , n.

For p = 2 and d(s) ≡ 1 in [0, 1] equation (1.7) reduces to the bistable equation (1.1) with
constant diffusion coefficient and bistable reaction term g. In this paper we deal with diffusion
which allows for singularities and for degenerations both at 0 and/or 1. We also consider d to
be a discontinuous function. Last but not least, reaction term g can degenerate in 0 and/or
in 1. In particular, we admit g′(0) = 0 and/or g′(1) = 0, as well as g′(0) = −∞ and/or
g′(1) = −∞. This in turn yields that our solution is not a C1-function in R and it does not
satisfy the equation pointwise in the classical sense. For this purpose we have to employ the
first integral of the second order differential equation. Since our primary interest in this paper
is the investigation of stationary solutions to (1.7) which are monotone (i.e., nonincreasing
or nondecreasing) between the equilibria 0 and 1, we provide rather general definition of
monotone solutions to the second order ODE(

d(u)
∣∣u′∣∣p−2 u′

)′
+ g(u) = 0, (2.1)

where, for the sake of simplicity, we write ( · )′ instead of d
dx ( · ).

Let u : R→ [0, 1] be a monotone continuous function. We denote

Mu := {x ∈ R : u(x) = si, i = 1, 2, . . . , n}, Nu := {x ∈ R : u(x) = 0 or u(x) = 1}.
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Then Mu and Nu are closed sets, Mu is a union of a finite number of points or intervals,

Nu = (−∞, x0] ∪ [x1,+∞),

where −∞ ≤ x0 < x1 ≤ +∞ and we use the convention (−∞, x0] = ∅ if x0 = −∞ and
[x1,+∞) = ∅ if x1 = +∞.

Definition 2.1. A monotone continuous function u : R→ [0, 1] is a solution of equation (2.1) if

(a) For any x /∈ Mu ∪ Nu there exists finite derivative u′(x) and for any x ∈ int Mu ∪ int Nu

we have u′(x) = 0.

(b) For any x ∈ ∂Mu there exist finite one sided derivatives u′(x−), u′(x+) and

L(x) :=
∣∣u′(x−)

∣∣p−2 u′(x−) lim
y→x−

d(u(y)) =
∣∣u′(x+)

∣∣p−2 u′(x+) lim
y→x+

d(u(y)).

(c) Function v : R→ R defined by

v(x) :=


d(u(x)) |u′(x)|p−2 u′(x), x /∈ Mu ∪ Nu ,

0, x ∈ Nu ∪ int Mu ,

L(x), x ∈ ∂Mu

is continuous and for any x, y ∈ R

v(y)− v(x) +
∫ y

x
g(u(ξ))dξ = 0. (2.2)

Moreover, limx→±∞ v(x) = 0 if either limx→−∞ u(x) = 0 and limx→+∞ u(x) = 1 or
limx→−∞ u(x) = 1 and limx→+∞ u(x) = 0.

Remark 2.2. Constant functions

u0(x) = 0, u∗(x) = s∗, u1(x) = 1, x ∈ R,

are solutions of (2.1). It follows from the properties of d and g that those are the only constant
solutions of (2.1) and they are called equilibria.

Remark 2.3. If we set y = x + h, h 6= 0 in (2.2), multiply both sides of (2.2) by 1
h and pass to

the limit for h→ 0, we obtain that v is continuously differentiable and the equation

v′(x) + g(u(x)) = 0 (2.3)

holds for all x ∈ R.

Remark 2.4. Let u be a solution of (2.1) in the sense of Definition 2.1. If Mu 6= ∅, i.e., d is
not continuous in (0, 1), then Mu = ∂Mu, int Mu = ∅ unless si = s∗ for some i = 1, 2, . . . , n.
In this case u can be constant on some interval (a, b), −∞ ≤ a < b ≤ +∞, and equal to s∗.
The equation (2.1) would then be satisfied pointwise for all x ∈ (a, b) and (a, b) ⊂ int Mu.
Furthermore, it follows from the continuity of v that if a > −∞ or b < +∞ we have u′(a) =
u′(b) = 0 because d(s∗) > 0. Also note that for x ∈ ∂Nu one sided derivatives u′(x−), u′(x+)

exist but one of them can be infinite.
If u is strictly monotone between 0 and 1 then Mu = {ξ1, ξ2, . . . , ξn} where u(ξi) = si,

i = 1, 2, . . . , n.

Remark 2.5. Let p = 2, d ≡ 1 and g ∈ C1[0, 1]. Let u = u(x) be a solution in the sense of
Definition 2.1. Then Mu = ∅ if u is not a constant, Nu = ∅, and (2.1) holds pointwise, i.e.,
u ∈ C2(R) and it is a classical solution, cf. [1], [2] or [6].
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3 Existence results

We are concerned with the existence of solutions of the equation (2.1) which satisfy the
“boundary conditions”

lim
x→−∞

u(x) = 0 and lim
x→+∞

u(x) = 1. (3.1)

Remark 3.1. Let u be a solution of the BVP (2.1), (3.1). Passing to the limit for x → −∞ in
(2.2) and writing x in place of y, we derive that for arbitrary x ∈ R we have

v(x) +
∫ x

−∞
g(u(ξ))dξ = 0. (3.2)

Theorem 3.2. Let d and g be as in Section 2 and recall that p > 1. Then the BVP (2.1), (3.1) has a
nondecreasing solution if and only if

∫ 1

0
(d(s))

1
p−1 g(s)ds = 0. (3.3)

If (3.3) holds then there is a unique solution u = u(x) of (2.1), (3.1) such that the following conditions
hold (see Figure 3.1):

(i) there exist −∞ ≤ x0 < 0 < x1 ≤ +∞ such that u(x) = 0 for x ≤ x0, u(x) = 1 for x ≥ x1

and 0 < u(x) < 1 for x ∈ (x0, x1);

(ii) u is strictly increasing in (x0, x1), u(0) = s∗;

(iii) for i = 1, 2, . . . , n let ξi ∈ R be such that u(ξi) = si, ξ0 = x0 and ξn+1 = x1. Then u is a
piecewise C1-function in the sense that u is continuous,

u
∣∣
(ξi ,ξi+1)

∈ C1(ξi, ξi+1), i = 0, 1, . . . , n,

and the limits u′(ξi−) := limx→ξi− u′(x), u′(ξi+) := limx→ξi+ u′(x) exist finite for all i =
1, 2, . . . , n;

(iv) for any i = 1, 2, . . . , n, the following transition condition holds:(
u′(ξi−)

)p−1 lim
s→si−

d(s) =
(
u′(ξi+)

)p−1 lim
s→si+

d(s).

1

0
x0 = −∞ x1 = +∞

1

0
x0 x1

Figure 3.1: Increasing solutions
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Proof. Necessity of (3.3). Let u = u(x) be a nondecreasing solution of the BVP (2.1), (3.1) such
that u(0) = s∗. Since the equation is autonomous this condition is just a normalization of a
solution. It follows from (3.1) that

−∞ ≤ x0 := inf{x ∈ R : u(x) > 0} < 0

is well defined. By (3.2) and continuity of v we have

0 < x1 := sup{x ∈ R : v(y) > 0 for all y ∈ (x0, x)} ≤ +∞ .

Since d(s) > 0, s ∈ (0, 1), it follows from the definition of v(x) that u is a strictly increasing
function in (x0, x1) and therefore the following limit

ū(x1) := lim
x→x1−

u(x)

is well defined. If x1 = +∞ then by the second condition in (3.1) it must be ū(x1) = 1. On
the other hand, if x1 < +∞, we have ū(x1) = u(x1), v(x1) = 0 and s∗ < u(x1) ≤ 1. We rule
out the case u(x1) < 1. Indeed, v(x1) = 0 implies u′(x1−) = u′(x1+) = u′(x1) = 0. From
s∗ < u(x1) and (2.3) we deduce v′(x1) = −g(u(x1)) < 0. Therefore, there exists δ > 0 such
that for all x ∈ (x1, x1 + δ) we have v(x) < 0 and hence also u′(x−) < 0 and u′(x+) < 0. This
contradicts our assumption that u is nondecreasing.

We proved that u(x1) = 1, i.e., u = u(x) is strictly increasing and maps (x0, x1) onto (0, 1).
Let ξi ∈ (x0, x1) be such that

u(ξi) = si , i = 1, 2, . . . , n, ξ0 = x0 , ξn+1 = x1 .

Then u is continuous in (x0, x1) and piecewise C1-function in the sense that

u
∣∣
(ξi ,ξi+1)

∈ C1(ξi, ξi+1), u′(x) > 0, x ∈ (ξi, ξi+1), i = 0, 1, . . . , n,

and the limits limx→ξi− u′(x), limx→ξi+ u′(x), i = 1, 2, . . . , n, exist finite. Hence there exists
continuous strictly increasing inverse function u−1 : (0, 1)→ (x0, x1), x = u−1(u), such that

u−1
∣∣∣
(si ,si+1)

∈ C1(si, si+1), i = 0, 1, . . . , n ,

and the limits
lim

u→si−
d

du
u−1(u), lim

u→si+

d
du

u−1(u)

exist finite, i = 1, 2, . . . , n. We employ the change of variables as indicated in [5, p. 174]. Set

w(u) = v(u−1(u)), u ∈ (0, 1).

Then w is piecewise C1-function in (0, 1),

w
∣∣
(si ,si+1)

∈ C1(si, si+1), i = 0, 1, . . . , n

with finite limits limu→si− w′(u), limu→si+ w′(u), i = 1, 2, . . . , n. For any x ∈ (ξi, ξi+1) and
u ∈ (si, si+1), i = 0, 1, . . . , n,

d
dx

v(x) =
d

dx
w(u(x)) =

dw
du

(u(x)) u′(x). (3.4)
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From v(x) = d(u(x))(u′(x))p−1 we deduce

u′(x) =
(

v(x)
d(u(x))

)p′−1

, p′ =
p

p− 1
. (3.5)

It follows from (3.4), (3.5) that

dv
dx

=
dw
du

(u(x))
(

v(x)
d(u(x))

)p′−1

=
dw
du

(u)
(

w(u)
d(u)

)p′−1

.

Therefore, the equation
v′(x) + g(u(x)) = 0, x ∈ (ξi, ξi+1),

transforms to
dw
du

(
w(u)
d(u)

)p′−1

+ g(u) = 0, u ∈ (si, si+1),

i = 0, 1, . . . , n, or equivalently,

(w(u))p′−1 dw
du

+ (d(u))p′−1 g(u) = 0, (3.6)

1
p′

d
du

(w(u))p′ + (d(u))p′−1 g(u) = 0. (3.7)

The last equality holds in (0, 1) except the points s1, s2, . . . , sn and w is continuous in (0, 1).
Set

f (s) := − (d(s))
1

p−1 g(s), s ∈ (0, 1),

F(s) :=
∫ s

0
f (σ)dσ.

Integrating (3.7) over the interval (0, u) we arrive at

(w(u))p′ = p′F(u) + (w(0+))p′ , u ∈ (0, 1).

Clearly, F(0) = 0, and
lim

u→0+
w(u) = lim

x→x0+
v(x) = 0 (3.8)

by the definition of a solution. Therefore we have

w(u) =
(

p′F(u)
) 1

p′ , u ∈ (0, 1). (3.9)

By the definition of a solution we must also have

lim
u→1−

w(u) = lim
x→x1−

v(x) = 0. (3.10)

But (3.9) and (3.10) imply F(1) = 0, i.e., (3.3) must hold. Therefore, (3.3) is a necessary
condition.

Sufficiency of (3.3). Let (3.3) hold. Then w = w(u) given by (3.9) satisfies (3.6)–(3.10) above.
For u ∈ (0, 1) set

x(u) =
∫ u

s∗

(
d(s)
w(s)

) 1
p−1

ds.
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The function x = x(u) is strictly increasing and maps the interval (0, 1) onto (x0, x1) where
−∞ ≤ x0 < 0 < x1 ≤ +∞. Let u : (x0, x1) → (0, 1) be an inverse function. Then u(0) = s∗, u
is strictly increasing and

lim
x→x0+

u(x) = 0, lim
x→x1−

u(x) = 1.

Let x ∈ (ξi, ξi+1), i = 0, 1, . . . , n, where u(ξi) = si, i = 0, 1, . . . , n + 1. Then

du(x)
dx

=
1

dx(u)
du

=

(
w(u(x))
d(u(x))

) 1
p−1

, u(x) ∈ (si, si+1),

i.e., u ∈ C1(ξi, ξi+1), u′(x) > 0 and

d(u(x))
(

du(x)
dx

)p−1

= w(u(x)) =: v(x), (3.11)

d
dx

[
d(u(x))

(
du(x)

dx

)p−1
]
=

d
dx

w(u(x)) =
dw
du

du(x)
dx

. (3.12)

From (3.6), (3.11) we deduce

dw
du

= − (w(u))−(p′−1) (d(u))p′−1 g(u)

= − (d(u(x)))−(p′−1)
(

du(x)
dx

)−(p−1)(p′−1)

(d(u(x)))p′−1 g(u(x))

= −
(

du(x)
dx

)−1

g(u(x)).

Substituting this to (3.12), we get

d
dx

[
d(u(x))

(
du(x)

dx

)p−1
]
= −g(u(x)), x ∈ (ξi, ξi+1).

It follows from (3.8), (3.10) and (3.11) that

lim
x→x0+

d(u(x))
(

du(x)
dx

)p−1

= lim
x→x1−

d(u(x))
(

du(x)
dx

)p−1

= 0

and the following one-sided limits are finite

lim
x→ξi−

d(u(x))
(

du(x)
dx

)p−1

= lim
x→ξi+

d(u(x))
(

du(x)
dx

)p−1

, (3.13)

i = 1, 2, . . . , n. Since u = u(x) is monotone increasing function, we have

lim
x→ξi−

d(u(x)) = lim
s→si−

d(s) and lim
x→ξi+

d(u(x)) = lim
s→si+

d(s). (3.14)

Transition condition (iv) now follows from (3.13), (3.14).
Therefore, if for x0 > −∞ we set u(x) = 0, x ∈ (−∞, x0] and for x1 < +∞ we set u(x) =

1, x ∈ [x1,+∞), then u = u(x), x ∈ R, is a nondecreasing solution of the BVP (2.1), (3.1) and
it has the properties listed in the statement of Theorem 3.2. This proves the sufficiency of
(3.3).
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Remark 3.3. The condition (3.3) substitutes the balanced bistable nonlinearity condition (1.2)
in case of density dependent diffusion. It follows from Theorem 3.2 that it is not only the
reaction term but rather mutual interaction between the density dependent diffusion coef-
ficient and reaction which decides about the existence and/or nonexistence of nonconstant
stationary solutions of the generalized version of the bistable equation (1.6).

Remark 3.4. Let us replace the boundary conditions (3.1) by “opposite” ones:

lim
x→−∞

u(x) = 1 and lim
x→+∞

u(x) = 0. (3.15)

If u is a solution of the BVP (2.1), (3.15) then passing to the limit for y→ +∞ in (2.2) we arrive
at

v(x)−
∫ +∞

x
g(u(ξ))dξ = 0 (3.16)

for arbitrary x ∈ R. Modifying the proof of Theorem 3.2 and using (3.16) instead of (3.2),
we show that (3.3) is a necessary and sufficient condition for the existence of nonincreasing
solution of the BVP (2.1), (3.15). If (3.3) holds then there is a unique solution u = u(x) of (2.1),
(3.15) satisfying analogue of (i)–(iv). In particular, it is strictly decreasing in (x0, x1), u(x) = 1
for x ∈ (−∞, x0] if x0 > −∞ and u(x) = 0 for x ∈ [x1,+∞) if x1 < +∞, see Figure 3.2.

1

0
x0 = −∞ x1 = +∞

1

0
x0 x1

Figure 3.2: Decreasing solutions

Remark 3.5. It follows from the proof of Theorem 3.2 that

x0 = x(0) =
∫ 0

s∗

(
d(s)
w(s)

) 1
p−1

ds =
(

1
p′

) 1
p ∫ 0

s∗

(d(s))
1

p−1

−
∫ s

0 (d(σ))
1

p−1 g(σ)dσ
ds, (3.17)

x1 = x(1) =
∫ 1

s∗

(
d(s)
w(s)

) 1
p−1

ds =
(

1
p′

) 1
p ∫ 1

s∗

(d(s))
1

p−1

−
∫ s

0 (d(σ))
1

p−1 g(σ)dσ
ds. (3.18)

Therefore, the fact that x0 and x1 are finite or infinite depends on the asymptotic behavior of
the diffusion coefficient d = d(s) and reaction term g = g(s) near the equilibria 0 and 1. The
detailed discussion of different configurations between d and g which lead to x0 and/or x1

finite or infinite is presented in the next section.

Remark 3.6. Since the equation (2.1) is autonomous, if u = u(x) is a solution to (2.1), (3.1)
then given any ξ ∈ R fixed, ũ = ũ(x) := u(x− ξ) is also a solution of (2.1), (3.1). Of course,
if x0 and/or x1 are finite, then corresponding x̃0 and x̃1 associated with ũ satisfy x̃0 = x0 + ξ

and x̃1 = x1 + ξ. Obviously, the same applies to (2.1), (3.15). If x0 = −∞ and x1 = +∞
and (3.3) holds, all possible solutions of (2.1), (3.1) are strictly increasing in (−∞,+∞) and
satisfy (i)–(iv) of Theorem 3.2, where u(0) = s∗ is replaced by u(ξ) = s∗, ξ ∈ R. On the
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other hand, if x0 ∈ R and/or x1 ∈ R, then the set of possible solutions of (2.1), (3.1) is much
richer than in the previous case. Indeed, we have plenty of possibilities how to define also a
nonmonotone solution of (2.1), (3.1) (or (2.1), (3.15)). For example, if both x0 and x1 associated
with strictly increasing solution u = u(x) from Theorem 3.2 are finite then the same holds
for corresponding x̂0 and x̂1 associated with the strictly decreasing solution from Remark 3.4.
Having in mind the translation invariance of solutions mentioned above, we may choose u1

and û such that x1 < x̂0. If we define u(x) = 0, x ∈ (−∞, x0], u(x) = u1(x), x ∈ (x0, x1),
u(x) = 1, x ∈ [x1, x̂0], u(x) = û(x), x ∈ (x̂0, x̂1), u(x) = 0, x ∈ [x̂1,+∞), we get solution of
(2.1) satisfying the boundary conditions

lim
x→−∞

u(x) = lim
x→+∞

u(x) = 0. (3.19)

Now, if ũ1 = ũ1(x) is a translation of u1 such that x̃0 > x̂1, we can extend the previous
function u as u(x) = 0, x ∈ [x̂1, x̃0], u(x) = ũ(x), x ∈ (x̃0, x̃1), u(x) = 1, x ∈ [x̃1,+∞) to get a
nonmonotone solution of (2.1), (3.1), see Figure 3.3. It is obvious that by suitably modifying
the above construction we may construct continuum of solutions not only of (2.1), (3.1) but
also of (2.1), (3.19). Of course, the same approach leads to the continuum of solutions of (2.1),
(3.15) and of (2.1), (3.20), respectively, where

lim
x→−∞

u(x) = lim
x→+∞

u(x) = 1. (3.20)

1

0
x0 x1 x̂0 x̂1

1

0
x0 x1 x̂0 x̂1 x̃0 x̃1

Figure 3.3: Nonmonotone solutions

4 Qualitative properties of solutions

In this section we study the qualitative properties of the solutions from Theorem 3.2. In
particular, we focus on two issues. Our primary concern is to provide detailed classification
of the asymptotic behavior of the stationary solution u = u(x) as x → −∞ and x → +∞ and to
show how it is affected by the behavior of the diffusion coefficient d and reaction g near the
equilibria 0 and 1. However, we also want to study the impact of the discontinuity of d = d(s)
on the lack of smoothness of the solution u = u(x). The role of the transition condition at the
points where u assumes values where the discontinuity of d occurs will be illustrated.

In order to simplify the expressions arising throughout this section we will use the follow-
ing notation:

h1(t) ∼ h2(t) as t→ t0 if and only if lim
t→t0

h1(t)
h2(t)

∈ (0,+∞).

We start with the asymptotic analysis of

x(u) = x(s∗) +
(

1
p′

) 1
p ∫ u

s∗

(d(s))
1

p−1(
−
∫ s

0 (d(σ))
1

p−1 g(σ)dσ
) 1

p
ds
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for u→ 0+. Let us assume that g(s) ∼ −sα, d(s) ∼ sβ as s→ 0+ for some α > 0, β ∈ R. Then
formally we get

−
∫ s

0
(d(σ))

1
p−1 g(σ)dσ ∼

∫ s

0
σ

α+ β
p−1 dσ ∼ sα+ β

p−1+1 as s→ 0 + .

Since we assume that s 7→ (d(s))
1

p−1 g(s) is integrable in (0, 1), we have to assume

α +
β

p− 1
> −1 . (4.1)

Then for u→ 0+ we can write

x(u) ∼
∫ u

s∗

(d(s))
1

p−1(
−
∫ s

0 (d(σ))
1

p−1 g(σ)dσ
) 1

p
ds ∼

∫ u

s∗
s

β
p−1− α

p−
β

p(p−1)− 1
p ds =

∫ u

s∗
s

β−α−1
p ds. (4.2)

Convergence or divergence of the integral

I :=
∫ s∗

0
s

β−α−1
p ds

leads to the following primary distinction between two qualitatively different cases:

Case 1: I = +∞ if α− β ≥ p− 1,

Case 2: I < +∞ if α− β < p− 1.

Case 1. Let α− β = p− 1. Then (4.2) implies that x(u) ∼ ln u as u → 0+ and performing the
change of variables yields the asymptotics for u = u(x):

u(x) ∼ ex → 0 + for x → −∞ .

For α− β > p− 1 we have by (4.2) that x(u) ∼ −u
β−α−1

p +1 = −u
p−1−(α−β)

p → −∞ as u → 0+
and applying the inverse function we obtain

u(x) ∼ |x|
p

p−1−(α−β) → 0 + for x → −∞ .

In both cases x0 defined by (3.17) is equal to −∞ and solution u = u(x) approaches zero at
either an exponential or power rate.

Remark 4.1. It is interesting to observe that x0 = −∞ occurs even in the case when the
diffusion coefficient degenerates or has a singularity if this fact is compensated by a proper
degeneration of the reaction term g.

Possible values of parameters α, β for which Case 1 occurs for different values of p are
shown in Figures 4.1, 4.2, 4.3 where condition (4.1) is taken into account.

Case 2. Let α− β < p− 1. Then I < +∞ and hence from (3.17) we deduce x(0) = x0 > −∞.
Moreover,

I → +∞ as
β− α− 1

p
→ −1+ ,

i.e., we have x0 → −∞ as p− 1− (α− β)→ 0+. More precisely, for u→ 0+ we have

x(u)− x0 ∼ u
β−α−1

p +1 = u
p−1−(α−β)

p .
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α

β

−1 1
2−1

2

α + 2β = −1

α
− β

=
1

2

Figure 4.1: p = 3
2

α

β

−1 1

−1

α
+

β
= −1

α
− β

=
1

Figure 4.2: p = 2

α

β

−1 2

−2

α
+

β/2
=
−

1
α
− β

=
2

Figure 4.3: p = 3

Depending on the shape of x(u) we further distinguish among three cases:

a)
dx
du

∣∣∣∣
u=0+

∼ u
β−α−1

p → +∞ for u→ 0+ if α− β > −1,

b)
dx
du

∣∣∣∣
u=0+

∼ u0 → k > 0 for u→ 0+ if α− β = −1,

c)
dx
du

∣∣∣∣∣
u=0+

∼ u
β−α−1

p → 0+ for u→ 0+ if α− β < −1.

An inverse point of view gives us the asymptotics of u = u(x) for x → x0:

u(x) ∼ (x− x0)
p

p−1−(α−β) .
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As for the derivatives, we have

a)
du
dx

∣∣∣∣
x=x0+

∼ (x− x0)
α−β+1

p−1−(α−β) → 0 for x → x0+ if α− β > −1,

b)
du
dx

∣∣∣∣
x=x0+

∼ (x− x0)0 → k > 0 for x → x0+ if α− β = −1,

c)
du
dx

∣∣∣∣
x=x0+

∼ (x− x0)
α−β+1

p−1−(α−β) → +∞ for x → x0+ if α− β < −1.

Remark 4.2. We observe that only in case a) the solution u = u(x) is smooth in the neighbor-
hood of x0 since u(x) = 0 for x ∈ (−∞, x0]. In the other two cases we only get continuous
solutions instead of smooth ones as a consequence of allowing for the diffusion term d = d(s)
to degenerate as s → 0+. The asymptotic behavior of such solutions near the point x0 is
illustrated in Figures 4.4, 4.5, 4.6.

1

0
x0

u

Figure 4.4: Case a)

1

0
x0

u

Figure 4.5: Case b)

1

0
x0

u

Figure 4.6: Case c)

Values of α, β for which these cases occur are for different values of p depicted in Figures
4.7, 4.8, 4.9. Areas corresponding to cases a) – c) are shown in respective colors as in Figures
4.4, 4.5, 4.6.

Proceeding similarly for u→ 1− and assuming g(s) ∼ (1− s)γ, d(s) ∼ (1− s)δ as s→ 1−
for some γ > 0, δ ∈ R satisfying the analogue of condition (4.1):

γ +
δ

p− 1
> −1,

we get the following asymptotics:

Case 1: γ− δ ≥ p− 1. Then x1 = +∞ by (3.18) and we distinguish between two cases. Either

u(x) ∼ 1− e−x → 1− for x → +∞
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α

β

−1 1

−1
α + 2β = −1

α
− β

=
1

2

α
− β

=
−1

Figure 4.7: p = 3
2

α

β

−1 1
−1

α + β = −1

α
− β

=
1

α
− β

=
−1

Figure 4.8: p = 2

α

β

−1 2

−2
α + β/2 = −1

α
− β

=
2

α
− β

=
−1

Figure 4.9: p = 3

if γ− δ = p− 1, or else

u(x) ∼ 1− |x|
p

p−1−(γ−δ) → 1−
if γ− δ > p− 1.

Case 2: γ− δ < p− 1. Then x1 < +∞ by (3.18) and

u(x) ∼ 1− (x1 − x)
p

p−1−(γ−β) → 1− for x → x1− .

As for the one-sided derivatives of u at x1 we have

a)
du
dx

∣∣∣∣
x=x1−

∼ (x1 − x)
γ−δ+1

p−1−(γ−δ) → 0 for x → x1− if γ− δ > −1,

b)
du
dx

∣∣∣∣
x=x1−

∼ (x1 − x)0 → k > 0 for x → x1− if γ− δ = −1,

c)
du
dx

∣∣∣∣
x=x1−

∼ (x1 − x)
γ−δ+1

p−1−(γ−δ) → +∞ for x → x1− if γ− δ < −1.

Remark 4.3. While all the illustrative pictures in Section 3 do not reflect the effect of the
discontinuity of d, finally, we want to focus on how the solution u = u(x) is affected by
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discontinuous diffusion coefficient d = d(s). Let us assume for simplicity that d only has one
point of discontinuity s1 ∈ (0, 1) and it is smooth and bounded in (0, s1) and (s1, 1). Then
Mu = {ξ1} and it follows from Theorem 3.2, (iv), that the jump of d at s1 must be compensated
by the proper “opposite” jump of u′ at ξ1, see Figure 4.10, namely∣∣u′(ξ1−)

∣∣p−2 u′(ξ1−) lim
s→s1−

d(s) =
∣∣u′(ξ1+)

∣∣p−2 u′(ξ1+) lim
s→s1+

d(s).

1

0

s1

ξ1

Figure 4.10: Profile of solution u = u(x) for d discontinuous at s1

5 Final discussions

Let us consider the initial value problem for the quasilinear bistable equation
∂u
∂t

=
∂

∂x

(
d(u(x, t))

∣∣∣∣∂u
∂x

∣∣∣∣p−2 ∂u
∂x

)
+ g(u(x, t)), x ∈ R, t > 0,

u(x, 0) = ϕ(x), x ∈ R.

(5.1)

Here, ϕ : R → R is a continuous function, d and g are as in Section 2 and (3.3) (balanced
bistable condition) holds. If ϕ = ϕ(x) satisfies the hypothesis

lim sup
x→−∞

ϕ(x) < s∗ and lim inf
x→+∞

ϕ(x) > s∗

then one would expect that there exists ξ ∈ R such that the solution u = u(x, t) of (5.1)
satisfies

lim
t→+∞

u(x, t) = u(x− ξ), x ∈ R,

where u = u(x) is a solution given by Theorem 3.2, see Figure 5.1.

1

0

s∗

ϕ

1

0

s∗

ξ

u(x, t)u(x)

Figure 5.1: Convergence to a stationary solution

It is maybe too ambitious to prove this fact if d is a discontinuous function. However, an
affirmative answer to this question, even for d continuous or smooth, would be an interesting
result. Even reliable numerical simulation of the asymptotic behavior of the solution u =

u(x, t) of the initial value problem (5.1) for t→ +∞ might be of great help.



16 P. Drábek and M. Zahradníková

Acknowledgement

Michaela Zahradníková was supported by the project SGS-2019-010 of the University of West
Bohemia in Pilsen.

References

[1] D. G. Aronson, H. F. Weinberger, Nonlinear diffusion in population genetics, com-
bustion, and nerve pulse propagation, in: Partial differential equations and related top-
ics (Program, Tulane Univ., New Orleans, La., 1974), Springer, Berlin, 1975, pp. 5–49.
https://doi.org/10.1007/BFb0070595; MR0427837

[2] D. G. Aronson, H. F. Weinberger, Multidimensional nonlinear diffusion arising in
population genetics, Adv. in Math. 30(1978), No. 1, 33–76. https://doi.org/10.1016/
0001-8708(78)90130-5; MR511740

[3] J. Carr, R. L. Pego, Metastable patterns in solutions of ut = ε2uxx − f (u), Comm.
Pure Appl. Math. 42(1989), No. 5, 523–576. https://doi.org/10.1002/cpa.3160420502;
MR997567

[4] P. Drábek, New-type solutions for the modified Fischer–Kolmogorov equation, Abstr.
Appl. Anal. (2011), 1–7. https://doi.org/10.1155/2011/247619; MR2802829

[5] R. Enguiça, A. Gavioli, L. Sanchez, A class of singular first order differential equations
with applications in reaction-diffusion, Discrete Contin. Dyn. Syst. 33(2013), No. 1, 173–
191. https://doi.org/10.3934/dcds.2013.33.173; MR2972953

[6] P. C. Fife, J. B. McLeod, The approach of solutions of nonlinear diffusion equations
to travelling front solutions, Arch. Rational Mech. Anal. 65(1977), No. 4, 335–361. https:
//doi.org/10.1007/BF00250432; MR442480

[7] G. Fusco, J. K. Hale, Slow-motion manifolds, dormant instability, and singular pertur-
bations, J. Dynam. Differential Equations 1(1989), No. 1, 75–94. https://doi.org/10.1007/
BF01048791; MR1010961

[8] J. Nagumo, S. Yoshizawa, S. Arimoto, Bistable transmission lines, IEEE Trans. Circ. Theor.
12(1965), No. 3, 400–412. https://doi.org/10.1109/TCT.1965.1082476

[9] D. E. Strier, D. H. Zanette, H. S. Wio, Wave fronts in a bistable reaction-diffusion
system with density-dependent diffusivity, Physica A 226(1996), No. 3, 310–323. https:
//doi.org/10.1016/0378-4371(95)00397-5

[10] A. I. Volpert, V. A. Volpert, V. A. Volpert, Traveling wave solutions of parabolic sys-
tems, Translations of Mathematical Monographs, Vol. 140, American Mathematical Soci-
ety, Providence, RI, 1994. https://doi.org/10.1090/mmono/140; MR1297766

https://doi.org/10.1007/BFb0070595
https://www.ams.org/mathscinet-getitem?mr=0427837
https://doi.org/10.1016/0001-8708(78)90130-5
https://doi.org/10.1016/0001-8708(78)90130-5
https://www.ams.org/mathscinet-getitem?mr=511740
https://doi.org/10.1002/cpa.3160420502
https://www.ams.org/mathscinet-getitem?mr=997567
https://doi.org/10.1155/2011/247619
https://www.ams.org/mathscinet-getitem?mr=2802829
https://doi.org/10.3934/dcds.2013.33.173
https://www.ams.org/mathscinet-getitem?mr=2972953
https://doi.org/10.1007/BF00250432
https://doi.org/10.1007/BF00250432
https://www.ams.org/mathscinet-getitem?mr=442480
https://doi.org/10.1007/BF01048791
https://doi.org/10.1007/BF01048791
https://www.ams.org/mathscinet-getitem?mr=1010961
https://doi.org/10.1109/TCT.1965.1082476
https://doi.org/10.1016/0378-4371(95)00397-5
https://doi.org/10.1016/0378-4371(95)00397-5
https://doi.org/10.1090/mmono/140
https://www.ams.org/mathscinet-getitem?mr=1297766

	Introduction
	Preliminaries
	Existence results
	Qualitative properties of solutions
	Final discussions

