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#### Abstract

The equation $$
x^{\prime \prime}(t)=a(t, x(t))+b(t, x)+d(t, x) e\left(x^{\prime}(t)\right)
$$ is considered, where $a: \mathbb{R}^{2} \rightarrow \mathbb{R}, b, d: \mathbb{R} \times C(\mathbb{R}, \mathbb{R}) \rightarrow \mathbb{R}, e: \mathbb{R} \rightarrow \mathbb{R}$ are continuous, and $a, b, d$ are $T$-periodic with respect to $t$. Using the Leray-Schauder degree theory we prove that a sign condition, in which $a$ dominates $b$, is sufficient for the existence of a $T$-periodic solution. The main theorem is applied to the equation of the forced damped pendulum.
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## 1 Introduction

Second order differential equations of the type

$$
x^{\prime \prime}=h\left(t, x, x^{\prime}\right)
$$

are basic models in mechanics: $h$ is the resultant force acting on the system. When $h$ is $T$ periodic with respect to $t$ then it is an important problem to find conditions for the existence of $T$-periodic answer, $T$-periodic motions of the system. A simple model is the periodically forced damped mathematical pendulum

$$
\begin{equation*}
x^{\prime \prime}+g\left(t, x, x^{\prime}\right)+a \sin x=e(t), \tag{1.1}
\end{equation*}
$$

where $e$ is $T$-periodic, $g$ is $T$-periodic with respect to $t$ and satisfies the following Nagumotype condition: there exists a constant $C$ such that every possible solution $x$ of (1.1) satisfying $\sup _{[0, T]}|x|<3 \pi / 2$ has the property $\left|x^{\prime}(t)\right|<C(t \in \mathbb{R})$. H. W. Knobloch [8] proved that if

[^0]$\sup _{[0, T]}|e|<a$, then equation (1.1) has $T$-periodic solutions. J. Mawhin and M. Willem [10,12] extended this result to more general equations.

In the practice many important technical models connected with the pendulum are described by more general differential equations than (1.1). As particular cases we will consider in detail the mathematical pendulum with periodically vibrating suspension point and a functional differential equation model. The equations cannot be handled by Knobloch's or by Mawhin's and Willem's extensions. We extend the Leray-Schauder method for more general pendulum-like equations, i.e., differential equations containing a main part satisfying the same sign condition as the sine function in the pendulum equation but admitting also periodic perturbations.

In this paper we introduce a wide class of pendulum-like differential equations admitting a variety of perturbations including ordinary and functional terms even with unbounded delays. The proof of the existence of periodic solutions is based upon the Leray-Schauder continuation method [5,6,9,10].

## 2 The main theorem and its proof

For a fixed $T>0$ we will use the standard notations:

$$
\begin{gathered}
C:=\{\varphi: \mathbb{R} \rightarrow \mathbb{R} \mid \varphi \text { is continuous }\} ; \\
C^{1}:=\{\psi: \mathbb{R} \rightarrow \mathbb{R} \mid \psi \text { is continuously differentiable }\} ; \\
C_{T}:=\{\varphi \in C: \varphi \text { is } T \text {-periodic }\}, \quad C_{T}^{1}:=\left\{\psi \in C^{1}: \psi \text { is } T \text {-periodic }\right\} .
\end{gathered}
$$

If $\varphi \in C$ is bounded, $\psi \in C^{1}$, and $\psi, \psi^{\prime}$ are bounded on $\mathbb{R}$, then define

$$
\|\varphi\|_{0}:=\sup _{t \in \mathbb{R}}|\varphi(t)|, \quad\|\psi\|_{1}:=\max \left\{\sup _{t \in \mathbb{R}}|\psi(t)| ; \sup _{t \in \mathbb{R}}\left|\psi^{\prime}(t)\right|\right\} .
$$

Consider the equation

$$
\begin{equation*}
x^{\prime \prime}(t)=a(t, x(t))+b(t, x)+d(t, x) e\left(x^{\prime}(t)\right) \tag{2.1}
\end{equation*}
$$

where functions $a: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R} ; b, d: \mathbb{R} \times C \rightarrow \mathbb{R} ; e: \mathbb{R} \rightarrow \mathbb{R}$ are continuous, and $e(0)=0$. Moreover, we suppose that for every fixed $\bar{u} \in \mathbb{R}, \bar{\varphi} \in C$ functions $t \mapsto a(t, \bar{u}), b(t, \bar{\varphi}), d(t, \bar{\varphi})$ are $T$-periodic.

Functions $a, b, d, e$ generate the following operators:

$$
\begin{array}{rlrl}
A: C \rightarrow C, & \varphi \mapsto A \varphi, & & (A \varphi)(t):=a(t, \varphi(t)) ; \\
B: C \rightarrow C, & \varphi \mapsto B \varphi, & & (B \varphi)(t):=b(t, \varphi) ; \\
D: C \rightarrow C, & \varphi \mapsto D \varphi, & (D \varphi)(t):=d(t, \varphi) ; \\
D_{e}: C^{1} \rightarrow C, & \psi \mapsto D_{e} \psi, & & \left(D_{e} \psi\right)(t):=d(t, \psi) e\left(\psi^{\prime}(t)\right) .
\end{array}
$$

For $R>0, S>0$ given we define the subset

$$
C_{T}(-R, S):=\left\{\varphi \in C_{T}:-R \leq \varphi(t) \leq S(t \in \mathbb{R})\right\}
$$

By the use of the notations $f: \mathbb{R} \times C^{1} \rightarrow \mathbb{R}, F: C^{1} \rightarrow C$,

$$
\begin{gathered}
f(t, \psi):=a(t, \psi(t))+b(t, \psi)+d(t, \psi) e\left(\psi^{\prime}(t)\right), \\
F \psi:=f(\cdot, \psi)=a(\cdot, \psi(\cdot))+b(\cdot, \psi)+d(\cdot, \psi) e\left(\psi^{\prime}(\cdot)\right)=A \psi+B \psi+D_{e} \psi
\end{gathered}
$$

equation (2.1) can be rewritten in the shortened form

$$
\begin{equation*}
x^{\prime \prime}(t)=f(t, x)=F x(t) . \tag{2.2}
\end{equation*}
$$

Theorem 2.1. Suppose that there exist positive constants $R, S$ and a continuous nondecreasing function $\phi:(0, \infty) \rightarrow(0, \infty)$ such that

$$
\begin{align*}
a(t, S) & >\sup \left\{|b(t, \varphi)|: \varphi \in C_{T}(-R, S)\right\}=: \beta_{-R, S}(t),  \tag{i}\\
a(t,-R) & <-\beta_{-R, S}(t) \quad(t \in \mathbb{R}) ;
\end{align*}
$$

(ii) operators B and D map bounded sets of $C_{T}$ into bounded sets of $C_{T}$;

$$
\begin{equation*}
\int_{1}^{\infty} \frac{u}{\phi(u)} \mathrm{d} u=\infty, \quad|e(u)| \leq \phi(|u|) \quad(u \in \mathbb{R}) \tag{iii}
\end{equation*}
$$

hold.
Then there exists a T-periodic solution $x \in C_{T}(-R, S)$ of (2.1).
Proof. We use the Leray-Schauder degree for completely continuous perturbation of the identity operator $[5,6,9,10,13]$. We suppose that the reader is familiar with the definition of the Brouwer degree and the Leray-Schauder degree and their most basic properties (see, e.g., [4]).

Now we sketch the main steps of the proof. We find an open bounded set $\Omega \subset C_{T}^{1}$ and a family of mappings $M_{\lambda}: \bar{\Omega} \rightarrow C_{T}^{1}(\lambda \in[0,1])$ having the following properties:
(a) if $x$ is a fixed point of $M_{1}$ in $\Omega$, then $x$ is the desired periodic solution of (2.1), i.e., $x \in C_{T}(-R, S)$, and $x$ is a solution of (2.1);
(b) the function

$$
M^{*}: \bar{\Omega} \times[0,1] \rightarrow C_{T}^{1}, \quad M^{*}(\psi, \lambda)=M_{\lambda} \psi
$$

is completely continuous;
(c) if $\varphi \in \partial \Omega$ and $\lambda \in[0,1]$, then $\varphi \neq M_{\lambda} \varphi$;
(d) if $I: C \rightarrow C$ is the identity operator and $d\left[I-M_{\lambda}, \Omega, 0\right]$ denotes the Leray-Schauder degree of $M_{\lambda}$ with respect to $\Omega$, then $d\left[I-M_{0}, \Omega, 0\right] \neq 0$.

Then an application of basic theorems of the theory of the Leray-Schauder degree yields the assertion of the theorem.

For the definition of $\Omega \subset C_{T}^{1}$ we need a Nagumo-type result [13] for the family of equations

$$
\begin{equation*}
x^{\prime \prime}(t)=\lambda f(t, x) \quad(\lambda \in[0,1]) \tag{2.3}
\end{equation*}
$$

associated with (2.2).
Lemma 2.2. Suppose that conditions (i)-(iii) in Theorem 2.1 are satisfied. Then there is a $K>1$ such that for any $\lambda \in[0,1]$ and for an arbitrary solution $x \in C_{T}(-R, S)$ of (2.3) the inequality

$$
\left|x^{\prime}(t)\right| \leq K-1 \quad(t \in \mathbb{R})
$$

holds.

Proof. Consider an arbitrary solution $x \in C_{T}(-R, S)$ of (2.1). By conditions (ii) and (iii) there exist constants $K_{1}$ and $K_{2}$ independent of $\lambda \in[0,1]$ and the solution $x$ such that

$$
\left|x^{\prime \prime}(t)\right| \leq \max \{|a(s, u)|: 0 \leq s \leq T,-R \leq u \leq S\}+K_{1}+K_{2} \phi\left(\left|x^{\prime}(t)\right|\right) \quad(0 \leq t \leq T) .
$$

Let us define

$$
\tilde{\phi}(v):=K_{1}+K_{2} \phi(v) \quad(v>0) .
$$

Then

$$
\frac{v}{\tilde{\phi}(v)} \geq \frac{1}{2 K_{2}} \frac{v}{\phi(v)},
$$

provided that $\phi(v) \geq K_{1} / K_{2}$. The Nagumo-Hartman Lemma [7, Lemma XII. 5.1] and condition (iii) of the theorem imply the existence of the desired $K$.

Now we can define the basic set $\Omega$ and the homotopy mapping $M_{\lambda}$ for the Leray-Schauder degree. Let $K$ be the constant associated with $R, S$ by Lemma 2.2 and consider the set

$$
\begin{equation*}
\Omega:=\Omega_{R, S, K}:=\left\{\psi \in C_{T}^{1}:-R<\psi(t)<S,\left|\psi^{\prime}(t)\right|<K \quad(t \in[0, T])\right\} . \tag{2.4}
\end{equation*}
$$

This set is open and bounded in $C_{T}^{1}$.
To define the family of mappings $M_{\lambda}: \bar{\Omega} \rightarrow C_{T}^{1}(\lambda \in[0,1])$ we need further notation. The mean value operator $P: C_{T} \rightarrow C_{T}$ is defined by

$$
(P \varphi)(t):=\frac{1}{T} \int_{0}^{T} \varphi(t) \mathrm{d} t \quad\left(\varphi \in C_{T}\right)
$$

Introduce the subspace $C_{T, I-P}:=\left\{\varphi \in C_{T}: P \varphi=0\right\}$ and the operator of the primitivation $H: C_{T, I-P} \rightarrow C_{T, I-P} \cap C_{T}^{1}$ by

$$
(H \varphi)(t):=\int_{0}^{t} \varphi(s) \mathrm{d} s-\frac{1}{T} \int_{0}^{T}\left(\int_{0}^{t} \varphi(s) \mathrm{d} s\right) \mathrm{d} t .
$$

It is easy to see that

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{dt}}(H(I-P) \varphi)(t)=\varphi(t)-P \varphi \quad\left(\varphi \in C_{T}\right) \tag{2.5}
\end{equation*}
$$

Now for $\lambda \in[0,1]$ we define the mapping:

$$
\begin{equation*}
M_{\lambda}: \bar{\Omega} \rightarrow C_{T}^{1}, \quad M_{\lambda} \psi:=M^{*}(\psi, \lambda), \tag{2.6}
\end{equation*}
$$

where

$$
\begin{equation*}
M^{*}: C_{T}^{1} \times[0,1] \rightarrow C_{T}^{1}, \quad M^{*}(\psi, \lambda):=P \psi-P F \psi+\lambda H^{2}(I-P) F \psi . \tag{2.7}
\end{equation*}
$$

Property (a) is a consequence of the following lemma.
Lemma 2.3. For $\lambda \in(0,1]$ a function $\psi \in C_{T}^{1}$ is a fixed point of $M_{\lambda}, i . e ., \psi=M_{\lambda} \psi$ if and only if $\psi$ is a $T$-periodic solution of (2.3).

Function $\psi \in C_{T}^{1}$ is a fixed point of $M_{0}$ if and only if

$$
\begin{equation*}
\psi=P \psi \quad \text { and } \quad P F P \psi=0 . \tag{2.8}
\end{equation*}
$$

Proof. Suppose that $\lambda \in(0,1]$ is fixed, and $\psi \in C_{T}^{1}$ is a fixed point of $M_{\lambda}$ :

$$
\begin{equation*}
\psi=P \psi-P F \psi+\lambda H^{2}(I-P) F \psi \tag{2.9}
\end{equation*}
$$

Applying functional $P$ to both sides we get $P F \psi=0$. By (2.9) $\psi$ is two times differentiable and we obtain $\psi^{\prime \prime}(t)=\lambda f(t, \psi)(t \in \mathbb{R})$, which means that $\psi$ is a solution of (2.3).

On the other hand, if $\psi$ is a $T$-periodic solution of (2.3) then

$$
P \psi^{\prime \prime}=\frac{1}{T} \int_{0}^{T} \psi^{\prime \prime}(t) \mathrm{d} t=\frac{1}{T}\left(\psi^{\prime}(T)-\psi^{\prime}(0)\right)=0
$$

consequently $P F \psi=0$, and we can write

$$
\psi^{\prime \prime}(t)=\lambda\{f(t, \psi)-P F \psi\}
$$

Integrating this equality we obtain

$$
\psi^{\prime}(t)=\psi^{\prime}(0)+\lambda \int_{0}^{t}(f(s, \psi)-P F \psi) \mathrm{d} s
$$

which, together with the definition of $H$, gives

$$
\psi^{\prime}=\psi^{\prime}(0)+\frac{\lambda}{T} \int_{0}^{T}\left(\int_{0}^{t}(f(s, \psi)-P F \psi) \mathrm{d} s\right) \mathrm{d} t+\lambda H(I-P) F \psi
$$

Apply functional $P$ to both sides of this equality. Since $P \psi^{\prime}=0$ we have

$$
\psi^{\prime}(0)+\frac{\lambda}{T} \int_{0}^{T}\left(\int_{0}^{t}(f(s, \psi)-P F \psi) \mathrm{d} s\right) \mathrm{d} t=0
$$

therefore $\psi^{\prime}=\lambda H(I-P) F \psi$. Integration yields

$$
\psi=\text { const. }+\lambda H^{2}(I-P) F \psi
$$

From the definition of $H$ there follows const. $=P \psi$, which, together with $P F \psi=0$, shows that $\psi$ is a fixed point of $M_{\lambda}$, i.e., (2.9) holds.

Now we turn to the proof of the second statement of the lemma concerning the case $\lambda=0$. Suppose that $\psi \in C_{T}^{1}$ is a fixed point of $M_{0}=P-P F$, i.e.,

$$
\begin{equation*}
\psi=P \psi-P F \psi \tag{2.10}
\end{equation*}
$$

Obviously, $\psi=P \psi$ and, consequently, (2.8) holds.
On the other hand, if (2.8) holds, then

$$
\psi=P \psi=P \psi+P F P \psi=P \psi+P F \psi=M_{0} \psi
$$

In other words, $\psi$ is a fixed point of $M_{0}$.
Step (b) is contained in the following lemma.
Lemma 2.4. Under the conditions of Theorem 2.1 function $M^{*}$ is completely continuous on the set $\bar{\Omega} \times[0,1]$, provided that the norm $\|\cdot\| \mid$ in $\bar{\Omega} \times[0,1]$ is defined by

$$
\left\|\left\|( \psi , \lambda ) \left|\|:=\| \psi \|_{1}+|\lambda| \quad((\psi, \lambda) \in \bar{\Omega} \times[0,1])\right.\right.\right.
$$

Proof. The continuity of $M^{*}$ follows from the conditions on $a, b, d, e$. In fact, to this property it is enough to prove the continuity of $F: C_{T}^{1} \rightarrow C_{T}$. Obviously, $A, B, D: C_{T}^{1} \rightarrow C_{T}$ are continuous. For $D_{e}: C_{T}^{1} \rightarrow C_{T}$, let us fix a $\bar{\psi} \in C_{T}^{1}$ and consider the sets

$$
\begin{gathered}
Q:=\left\{\psi \in C_{T}^{1}:\|\psi-\bar{\psi}\|_{1} \leq 1\right\} \subset C_{T}^{1}, \\
Q_{1}:=\left\{v \in \mathbb{R}: \min _{[0, T]} \bar{\psi}^{\prime}(t)-1 \leq v \leq \max _{[0, T]} \bar{\psi}^{\prime}(t)+1\right\} \subset \mathbb{R} .
\end{gathered}
$$

There are constants $K_{0}, K_{1}$ such that

$$
\begin{gathered}
|d(t, \psi)| \leq K_{0} \quad \text { if }\|\psi-\bar{\psi}\|_{1} \leq 1,0 \leq t \leq T, \\
\left|e\left(\bar{\psi}^{\prime}(t)\right)\right| \leq K_{1} \quad \text { if } 0 \leq t \leq T .
\end{gathered}
$$

Let $\varepsilon>0$ be arbitrary. Function $e$ is uniformly continuous on $Q_{1}$, and $D$ is continuous at $\bar{\psi}$. Therefore there is a $\delta(0<\delta<1)$ such that $\|\psi-\bar{\psi}\|_{1}<\delta$ and $v_{1}, v_{2} \in Q_{1},\left|v_{1}-v_{2}\right|<\delta$ imply

$$
\|D \psi-D \bar{\psi}\|_{0}<\frac{\varepsilon}{2 K_{1}}, \quad\left|e\left(v_{1}\right)-e\left(v_{2}\right)\right|<\frac{\varepsilon}{2 K_{0}} .
$$

If $\|\psi-\bar{\psi}\|_{1}<\delta$, then

$$
\begin{aligned}
& \left|d(t, \psi) e\left(\psi^{\prime}(t)\right)-d(t, \bar{\psi}) e\left(\bar{\psi}^{\prime}(t)\right)\right| \\
& \quad \leq|d(t, \psi)|\left|e\left(\psi^{\prime}(t)\right)-e\left(\bar{\psi}^{\prime}(t)\right)\right|+|d(t, \psi)-d(t, \bar{\psi})|\left|e\left(\bar{\psi}^{\prime}(t)\right)\right| \\
& \quad \leq K_{0} \frac{\varepsilon}{2 K_{0}}+K_{1} \frac{\varepsilon}{2 K_{1}}=\varepsilon
\end{aligned}
$$

i.e., $D_{e}$ is continuous.

Finally, we prove that $M^{*}$ maps $\bar{\Omega} \times[0,1]$ into a precompact set in $C^{1}$. It is easy to see that $\|H \varphi\|_{1} \leq(2 T+1)\|\varphi\|_{0}\left(\varphi \in C_{T, I-P}\right)$. Continuity of $a, e$ and condition (ii) in Theorem 2.1 imply the existence of $K_{2}, K_{3}$ such that

$$
\|(\psi, \lambda)\| \leq K_{2}, \quad\|F \psi\|_{0} \leq K_{3} \quad((\psi, \lambda) \in \bar{\Omega} \times[0,1]) .
$$

Therefore

$$
\begin{aligned}
\left\|M^{*}(\psi, \lambda)\right\|_{0} & \leq\|\psi\|_{0}+\|F \psi\|_{0}+2(2 T+1)^{2}\|F \psi\|_{0} \\
& \leq K_{2}+\left(1+2(2 T+1)^{2}\right) K_{3} \quad((\psi, \lambda) \in \bar{\Omega} \times[0,1]) .
\end{aligned}
$$

On the other hand,

$$
\begin{aligned}
\left\|M^{*}(\psi, \lambda)^{\prime}\right\|_{0} & \leq\|\lambda H(I-P) F \psi\|_{0} \\
& \leq 2(2 T+1)\|F \psi\|_{0} \leq 2(2 T+1) K_{3} \\
\left\|M^{*}(\psi, \lambda)^{\prime \prime}\right\|_{0} & \leq\|\lambda(F \psi-P F \psi)\|_{0} \\
& \leq 2\|F \psi\|_{0} \leq K_{3} \quad((\psi, \lambda) \in \bar{\Omega} \times[0,1]),
\end{aligned}
$$

consequently the elements of $M^{*}(\bar{\Omega} \times[0,1]) \subset C_{T}^{1}$ are uniformly bounded and equicontinuous. By the Arzelà-Ascoli Theorem [7, Selection Theorem I.2.3] $M^{*}(\bar{\Omega} \times[0,1])$ is precompact.

In general, step (c) is the biggest challenge in proofs of Leray-Schauder type; it depends most strongly on the specialities of the differential equation.

Lemma 2.5. Under the conditions of Theorem 2.1, if $\psi \in \bar{\Omega}$ is a fixed point of $M_{\lambda}$ for some $\lambda \in[0,1]$, then $\psi \notin \partial \Omega$.

Proof. Suppose that the statement is not true, i.e., $\psi \in \partial \Omega$. If $\lambda \in(0,1]$, then by Lemma $2.3 \psi$ is a solution of (2.3). According to Lemma 2.2 there exists at least one $\tau \in[0, T)$ such that the function $t \mapsto r(t):=\psi^{2}(t)(t \in \mathbb{R})$ has a total maximum at $t=\tau$, therefore $r^{\prime}(\tau)=\psi^{\prime}(\tau)=0$, $r^{\prime \prime}(\tau) \leq 0$, and either $\psi(\tau)=S$ or $\psi(\tau)=-R$. Condition (i) implies that either

$$
\begin{align*}
r^{\prime \prime}(\tau) & =2 \psi(\tau) \psi^{\prime \prime}(\tau)=2 \lambda \psi(\tau)\{a(\tau, \psi(\tau))+b(\tau, \psi)\} \\
& \geq 2 \lambda|\psi(\tau)|\left\{a(\tau, \psi(\tau)) \operatorname{sign}(\psi(\tau))-\beta_{-R, S}(\tau)\right\}  \tag{2.11}\\
& =2 \lambda S\left\{a(\tau, S)-\beta_{-R, S}(\tau)\right\}>0,
\end{align*}
$$

or

$$
\begin{equation*}
r^{\prime \prime}(\tau) \geq 2 \lambda R\left\{-a(\tau,-R)-\beta_{-R, S}(\tau)\right\}>0 . \tag{2.12}
\end{equation*}
$$

Both of them contradict $r^{\prime \prime}(\tau) \leq 0$.
If $\lambda=0$, then from (2.8) we know that $\psi(t) \equiv \psi_{0}=$ const. and

$$
\begin{equation*}
m\left(\psi_{0}\right):=\frac{1}{T} \int_{0}^{T}\left(a\left(t, \psi_{0}\right)+b\left(t, \psi_{0}\right)\right) \mathrm{d} t=0 \tag{2.13}
\end{equation*}
$$

On the other hand, we also know that either $\psi_{0}=S$ or $\psi_{0}=-R$. In the first case from condition (i) we get

$$
\begin{equation*}
\left|a\left(t, \psi_{0}\right)+b\left(t, \psi_{0}\right)\right|>a(t, S)-\beta_{-R, S}(t)>0 \quad(t \in \mathbb{R}), \tag{2.14}
\end{equation*}
$$

which contradicts (2.13). The second case is similar.
Lemma 2.6. Under conditions of Theorem 2.1,

$$
\begin{equation*}
d\left[I-M_{0}, \Omega, 0\right]=d[m,(-R, S), 0], \tag{2.15}
\end{equation*}
$$

and the Brower degree on the right-hand side is equal to 1 .
Proof. (2.15) is a consequence of (2.8). By virtue of condition (i) we have

$$
\begin{aligned}
m(-R) & =\frac{1}{T} \int_{0}^{T}(a(t,-R)+b(t,-R)) \mathrm{d} t \\
& <\frac{1}{T} \int_{0}^{T}\left(a(t,-R)+\beta_{-R, S}(t)\right) \mathrm{d} t<0, \\
m(S) & =\frac{1}{T} \int_{0}^{T}(a(t, S)+b(t, S)) \mathrm{d} t \\
& <\frac{1}{T} \int_{0}^{T}\left(a(t, S)-\beta_{-R, S}(t)\right) \mathrm{d} t>0 .
\end{aligned}
$$

But $d[m,(-R, S), 0]$ depends only on $m(-R)$ and $m(S)$, and for the linear function connecting $m(-R)$ and $m(S)$ the degree is equal to 1 , so $d[m,(-R, S), 0]=1$.

Lemmas 2.3-2.4-2.5 make it possible to apply the theorem of invariance of the LeraySchauder degree with respect to homotopy to the mapping $M^{*}$ defined by (2.7), consequently

$$
d\left[I-M_{1}, \Omega, 0\right]=d[m,(-R, S), 0]=1 .
$$

On the basis of the Kronecker Existence Theorem [13] and Lemma 2.3 this means that (2.1) has a $T$-periodic solution $x \in C_{T}(-R, S)$.

## 3 Applications

### 3.1 The forced mathematical pendulum with vibrating suspension point

The mathematical pendulum is one of the most important model equations in the nonlinear mechanics (see, e.g., [2]). When it is under the action of an outer periodic force then its motions are described by the equation

$$
\begin{equation*}
\varphi^{\prime \prime}+\frac{g}{l} \sin \varphi=q(t) \tag{3.1}
\end{equation*}
$$

where $\varphi$ denotes the angle between the direction vertically downward and the rod of the pendulum measured anticlockwise, $l$ is the length of the rod, $g$ denotes the constant of gravity, and $q: \mathbb{R} \rightarrow \mathbb{R}$ is a $T$-periodic continuous function. A great number of papers have been devoted to the problem of finding $T$-periodic solutions of the equation (see an excellent history and literature in [11]). H. W. Knobloch [8], using the degree theory and taking also some damping, proved that the equation

$$
\begin{equation*}
\varphi^{\prime \prime}+\left|\varphi^{\prime}\right| \varphi^{\prime}+\frac{g}{l} \sin \varphi=q(t) \tag{3.2}
\end{equation*}
$$

has at least one $T$-periodic solution, provided that

$$
\begin{equation*}
\|q\|_{\infty}:=\max _{[0, T]}|q(t)|<\frac{g}{l} . \tag{3.3}
\end{equation*}
$$

Using the same technique, J. Mawhin and M. Willem [12] could guarantee multiple periodic solutions.

In the technical practice it often happens that the suspension point of the rod is vibrating in the plane of the motions of the pendulum. Consider now the case of the vibration

$$
x_{0}(t)=U e_{1} \cos \omega t, \quad y_{0}(t)=U e_{2} \sin \omega t \quad(t \in \mathbb{R})
$$

where the $x$-axis is directed vertically downward, $U>0$ is the amplitude, $\omega:=m \pi / T$ is the frequency of the vibration; $m \in \mathbb{N}$ and the unit vector $\left(e_{1}, e_{2}\right) \in \mathbb{R}^{2}$ are fixed. It can be seen that Lagrange's equation of motion of the second kind has the form

$$
\begin{align*}
\varphi^{\prime \prime}- & \frac{U}{l} \omega \sin \omega t\left(e_{1} \cos \varphi+e_{2} \sin \varphi\right) \varphi^{\prime} \\
& +\left(\frac{g}{l}+\frac{U}{l} \omega^{2} e_{1} \cos \omega t\right) \sin \varphi-\frac{U}{l} \omega^{2} e_{2} \cos \omega t \cos \varphi  \tag{3.4}\\
= & b_{1}(t, \varphi)-d(t, \varphi) e\left(\varphi^{\prime}\right)
\end{align*}
$$

Here the force function $b_{1}: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ is continuous, the function $b_{1}(\cdot, u)$ is $T$-periodic, $d: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}, e: \mathbb{R} \rightarrow \mathbb{R}$ are continuous, $d(\cdot, \varphi)$ is $T$-periodic, and $e(0)=0$. Introduce the notation

$$
V:=\max \left\{\left|b_{1}(t, u)\right|: 0 \leq t \leq T, \frac{\pi}{2} \leq u \leq \frac{3 \pi}{2}\right\}
$$

Corollary 3.1. Suppose that there exists a continuous function $\phi:(0, \infty) \rightarrow(0, \infty)(\phi(r) \geq r)$ such that the condition (iii) in Theorem 2.1 is satisfied. If

$$
\begin{equation*}
U \omega^{2}+V l<g \tag{3.5}
\end{equation*}
$$

then equation (3.4) has a T-periodic solution $\varphi$ such that $\pi / 2 \leq \varphi(t) \leq 3 \pi / 2(t \in \mathbb{R})$.

Proof. In the new variable $\theta:=\varphi-\pi$ equation (3.4) has the form

$$
\begin{align*}
\theta^{\prime \prime}= & -\frac{U}{l} \omega \sin \omega t\left(e_{1} \cos \theta+e_{2} \sin \theta\right) \theta^{\prime}+\left(\frac{g}{l}+\frac{U}{l} \omega^{2} e_{1} \cos \omega t\right) \sin \theta  \tag{3.6}\\
& -\frac{U}{l} \omega^{2} e_{2} \cos \omega t \cos \theta+b_{1}(t, \theta+\pi)-d(t, \theta+\pi) e\left(\theta^{\prime}\right)
\end{align*}
$$

There are constants $c_{1}, c_{2}$ such that
$\left|\frac{U}{l} \omega \sin \omega t\left(e_{1} \cos \theta+e_{2} \sin \theta\right) \theta^{\prime}\right|+\left|d(t, \theta+\pi) e\left(\theta^{\prime}\right)\right| \leq c_{1}\left|\theta^{\prime}\right|+c_{2} \phi\left(\left|\theta^{\prime}\right|\right) \leq\left(c_{1}+c_{2}\right) \phi\left(\left|\theta^{\prime}\right|\right)$,
so condition (iii) in Theorem 2.1 is satisfied. We can choose $a(t, u):=(g / l) \sin u, R:=$ $\pi / 2, S:=3 \pi / 2$. Then $\beta_{-R, S}(t) \equiv V$ and we apply Theorem 2.1 to equation (3.6) to get the corollary.

Condition (3.5) can be considered as a generalization of (3.3) to (3.6). In Knobloch's special case (3.5) gives (3.3).

### 3.2 A second order integro-differential equation with unbounded delay

Consider the equation

$$
\begin{equation*}
x^{\prime \prime}(t)=a(t, x(t))+\int_{-\infty}^{\infty} k(t, s) x(s) \mathrm{d} s+d_{1}\left(t, x_{t}\right) e\left(x^{\prime}(t)\right)+p(t), \quad(t \in \mathbb{R}) \tag{3.7}
\end{equation*}
$$

where $k: \mathbb{R}^{2} \rightarrow \mathbb{R}$ is continuous, $k(t+T, s+T) \equiv k(t, s)(t, s \in \mathbb{R}), d_{1}: \mathbb{R} \times C((-\infty, 0] ; \mathbb{R}) \rightarrow \mathbb{R}$ is continuous, $d_{1}(t+T, \chi) \equiv d_{1}(t, \chi)(\chi \in C((-\infty, 0] ; \mathbb{R})), p: \mathbb{R} \rightarrow \mathbb{R}$ is continuous and $T$ periodic. We used the standard notation $x_{t}(\tau):=x(t+\tau)(t \in \mathbb{R}, \tau \leq 0)$.

Equation (3.7) can be considered as a perturbation of the pendulum equation (3.1). As we will see in the following corollary, function sin will be replaced by a function $a$ satisfying a sign condition like the sine function and dominating the other terms in the equation. By example of (3.7) we would like to illuminate that our main result Theorem 2.1 is robust in the sense that it makes possible a variety of applications where different types of equations appear such as functional differential equations even with unbounded delays. Actually, such equations can occur among others in mechanics (see, e.g., [1, 4.3. Examples]) and population dynamics [3].

The following corollary is a direct consequence of Theorem 2.1.
Corollary 3.2. Suppose that there exists a continuous function $\phi:(0, \infty) \rightarrow(0, \infty)$ such that the condition (iii) in Theorem 2.1 is satisfied. If there are positive constants $R, S$ such that

$$
\begin{align*}
a(t, S) & >\max \{R, S\} \int_{-\infty}^{\infty}|k(t, s)| \mathrm{d} s+\|p\|_{0}=: \beta_{-R, S}(t)  \tag{3.8}\\
a(t,-R) & <-\beta_{-R, S}(t) \quad(t \in \mathbb{R})
\end{align*}
$$

and $d_{1}$ transforms every bounded set contained in $\mathbb{R} \times C((0, \infty] ; \mathbb{R})$ into a bounded set of $\mathbb{R}$, then there exists a T-periodic solution $x \in C_{T}(-R, S)$ of (3.7).
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