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#### Abstract

In this paper we investigate the existence of positive solutions of fourthorder non autonomous differential equations with integral boundary conditions, the nonlinearity is a continuous function that depends on the spatial variable and its the second-order derivative. The approach relies an extension of Krasnoselskii's fixed point theorem in a cone. Some examples are given to illustrate our results.


Keywords: Green's functions, Fourth-order boundary value problem, integral boundary conditions, positive solutions, extension of Krasnoselskii's fixed point theorem in a cone.
2020 Mathematics Subject Classification: Primary: 34B15, 34B27; Secondary: 34B09, 34B10.

## 1 Introduction

Fourth-order boundary value problems with integral boundary conditions arises in the mathematical modeling of viscoelastic and inelastic flows, thermos-elasticity, deformation of beams and plate deflection theory $[12,14,22]$.

In [2], Cabada and Enguiça characterized the inverse positive character of operator $u^{(4)}+$ $M u$ coupled with the, so called, clamped beam boundary conditions

$$
\begin{align*}
u^{(4)}(t)+M u(t) & =\sigma(t), \quad t \in I:=[0,1]  \tag{1.1}\\
u(0)=u(1)=u^{\prime}(0)=u^{\prime}(1) & =0 . \tag{1.2}
\end{align*}
$$

[^0]Using oscillation theory [23], on [2] are obtained the exact values on the real parameter $M \in\left(-m_{1}^{4}, m_{0}^{4}\right)$, for which the related Green's function $g_{M}$ is strictly positive in $(0,1) \times(0,1)$. To be concise, $m_{1} \cong 4.73004$ is the first positive root of equation

$$
\cos m \cosh m=1
$$

and $-m_{1}^{4}$ coincides with the first negative eigenvalue of operator $u^{(4)}$ coupled to boundary conditions (1.2).

Moreover, $m_{0} \approx 5.553$ is the smaller positive solution of equation

$$
\begin{equation*}
\tanh \frac{m}{\sqrt{2}}=\tan \frac{m}{\sqrt{2}} \tag{1.3}
\end{equation*}
$$

and, as it is showed at [4], $m_{0}^{4}$ is the first positive eigenvalue of operator $u^{(4)}$ coupled to boundary conditions $u(0)=u^{\prime}(0)=u^{\prime \prime}(0)=u(1)=0$.

These results have been extended in [7] (and further in [8]) for any $n$-th order linear differential operator.

The existence of positive solutions for nonlinear problems are deduced by using the upper and lower solutions method and fixed point theorems in cones. In those cases, the nonlinearity depends only on the function $u$. For these problems the dependence on the second derivative of their nonlinearity has taken less attention.

In this work we will study the existence of positive solution of a more general fourth order problem related to clamped beam:

$$
\begin{equation*}
u^{(4)}(t)+M u(t)=f\left(t, u(t), u^{\prime \prime}(t)\right), \quad t \in I, \tag{1.4}
\end{equation*}
$$

subject to the perturbed functional boundary conditions:

$$
\begin{equation*}
u(1)=u^{\prime}(0)=u^{\prime}(1)=0, u(0)=\lambda \int_{0}^{1} u(s) v(s) d s \tag{1.5}
\end{equation*}
$$

Where $M \in\left(-m_{1}^{4}, 4 \pi^{4}\right), v \in L^{1}(I)$ is a positive weight function a.e. on $(0,1)$ and $\lambda$ is a positive parameter bounded from above by a constant that will be introduced later. We suppose that the function $f$ satisfy the following regularity assumption
$\left(H_{0}\right) f: I \times[0, \infty) \times \mathbb{R} \rightarrow[0, \infty)$ is a continuous function.
Equation (1.4) models the stationary states of the deflection of an elastic beam. The boundary conditions (1.5) can be thought of as having the end at 1 clamped, and having some mechanism at end 0 that controls the displacement according to feedback from devices measuring the displacements along parts of the beam.

This paper is a continuation of the work done in [5] for problem

$$
u^{(4)}(t)+M u(t)+f(t, u(t))=0, \quad t \in I,
$$

subject to the perturbed functional boundary conditions:

$$
u(0)=u^{\prime}(0)=u^{\prime \prime}(0)=0, u(1)=\lambda \int_{0}^{1} u(s) d s .
$$

A standard approach to study positive solutions of a boundary value problem such as (1.4)-(1.5) consists of finding the corresponding Green's function $G_{M}$ and seek solutions as
fixed points of the Hammerstein integral equations with kernel $G_{M}$. The majority of methods are based on classical fixed point index theory and Krasnoselskii's fixed point theorem in a cone. The majority of authors work in a suitable cone $K$ in a Banach space which is made using the property of Green's function. Sometimes the Green's function associated to this integral equation can change its sign. In theses cases, the authors should work in a cone smaller than $K$ (see [17-19,21]). The construction of a such cone requires more concise properties of the Green's function (see [3,6,13]).

We note that in our problem, the nonlinearity $f$ depends on the second order derivatives. Using the classical Krasnoselskii's expansion/contraction theorem, we need to study the sign of the second order derivative of the Green's function and look for a nonnegative function $\phi$ such that

$$
\begin{equation*}
\left|\frac{\partial^{2} G_{M}}{\partial t^{2}}(t, s)\right| \leq \phi(s), \quad(t, s) \in I \times I \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial^{2} G_{M}}{\partial t^{2}}(t, s) \geq c \phi(s), \quad(t, s) \in[a, b] \times I, \tag{2}
\end{equation*}
$$

for some $[a, b] \subset I$ and $c \in(0,1)$.
In our case, the explicit form of second derivative of Green's function $\frac{\partial^{2} G_{M}}{\partial t^{2}}$ is very complicated and the previous inequalities $\left(\left(C_{1}\right)\right.$ and $\left.\left(C_{2}\right)\right)$ become hard to be checked. So, we apply an extension of Krasnoselskii's fixed point theorem that was used in [15,16,20,24]. With this result, we do not need to prove the inequalities $\left(C_{1}\right)$ and $\left(C_{2}\right)$. Here we need only the conditions $\left(C_{1}\right)$ and $\left(C_{2}\right)$ for the Green's function $G_{M}$. As far as we know, Problem (1.4)-(1.5) have not been previously studied. At the end of this paper, some examples are given to show that the theoretical results can be computed.

This paper is organized as follows. In Section 2, we introduce some basic definitions and lemmas to prove our main results and through this section we prove that the Green's function associated to (1.1), (1.5) satisfies some suitable properties. In Section 3, we show the existence of at least one positive solution. In section 4, some examples are presented to illustrate our main results.

## 2 Preliminaries and Green's function properties

In this section we introduce some preliminary results which will be used along the paper. First, we provide some background definitions cited from cone theory in Banach spaces. After that, we introduce some definitions and properties of the Green's function $G_{M}$ related to problem (1.1), (1.5).
Definition 2.1. Let $E$ be a real Banach space. A nonempty convex closed set $P \subset E$ is said to be a cone provided that
(i) $\alpha u \in P$ for all $u \in P$ and all $\alpha \geq 0$;
(ii) $u,-u \in P$ implies $u=0$.

In the sequel, we enunciate the a fixed point theorem due to Guo and Ge [16].
Lemma 2.2 ([16, Theorem 2.1]). Let E be a Banach space and $P \subset E$ a cone. Suppose $\alpha, \beta: E \rightarrow$ $[0, \infty)$ are two continuous convex functionals satisfying

$$
\alpha(\mu u)=|\mu| \alpha(u), \quad \beta(\mu u)=|\mu| \beta(u), \quad u \in E, \mu \in \mathbb{R}
$$

and $\|u\| \leq N \max \{\alpha(u), \beta(u)\}$, for $u \in E$ and $\alpha\left(u_{1}\right) \leq \alpha\left(u_{2}\right)$ for $u_{1}, u_{2} \in P, u_{1} \leq u_{2}$, where $N>0$ is a constant.

Let $r_{2}>r_{1}>0, L>0$ be constants and $\Omega_{i}=\left\{u \in E: \alpha(u)<r_{i}, \beta(u)<L\right\}, i=1,2$. be two bounded open sets in $E$. Set $D_{i}=\left\{u \in E: \alpha(u)=r_{i}\right\}$. Assume that $T: P \rightarrow P$ is a completely continuous operator satisfying
$\left(C_{1}\right) \alpha(T u)<r_{1}, u \in D_{1} \cap P ; \alpha(T u)>r_{2}, u \in D_{2} \cap P$,
$\left(C_{2}\right) \beta(T u)<L, u \in P$,
$\left(C_{3}\right)$ there is a $p \in\left(\Omega_{2} \cap P\right) \backslash\{0\}$ such that $\alpha(p) \neq 0$ and $\alpha(u+\mu p) \geq \alpha(u)$ for all $u \in P$ and $\mu \geq 0$.

Then $T$ has at least one fixed point in $\left(\Omega_{2} \backslash \overline{\Omega_{1}}\right) \cap P$.
Moreover, we enunciate the following result concerning the expression of the Green's function $g_{M}$, related to the linear Problem (1.1), (1.5). The proof can be found in [1,2]. To this end, we introduce the following condition:

$$
\begin{equation*}
M<0 \quad \text { and } \quad \cos (\sqrt[4]{-M}) \cosh (\sqrt[4]{-M})=1 \tag{2.1}
\end{equation*}
$$

Lemma 2.3. Let $\sigma \in C(I)$ and $M \in \mathbb{R}$. Then problem (1.1)-(1.2) has a unique solution if and only if (2.1) does not hold.

In such a case, it is given by the following expression:

$$
u(t)=\int_{0}^{1} g_{M}(t, s) \sigma(s) d s
$$

Here, for $M=-m^{4}<0$, we have

$$
g_{M}(t, s)= \begin{cases}g_{1}(t, s, m) & \text { if } 0 \leq s \leq t \leq 1 \\ g_{1}(s, t, m) & \text { if } 0 \leq t \leq s \leq 1\end{cases}
$$

with

$$
\begin{aligned}
g_{1}(t, s, m)= & \frac{1}{8 m^{3}\left(\left(1+e^{2 m}\right) \cos (m)-2 e^{m}\right)} \\
& \times\left\{e ^ { - m ( 4 s + t ) } ( - 2 e ^ { m t } \operatorname { c o s } ( m t ) + e ^ { 2 m t } + 1 ) \left(\left(e^{5 m s}-e^{m(3 s+2)}\right) \cos (m)\right.\right. \\
& +e^{3 s m+m}-e^{5 s m+m}+e^{4 m s}\left(-1+e^{2 m}\right) \cos (m-m s)+e^{5 m s} \sin (m) \\
& \left.+e^{m(3 s+2)} \sin (m)-2 e^{4 s m+m} \sin (m s)-e^{4 m s} \sin (m-m s)-e^{4 s m+2 m} \sin (m-m s)\right) \\
& -2 e^{m(s-t)}+2 e^{m(t-s)}\left(\left(1+e^{2 m}\right) \cos (m)-2 e^{m}\right) \\
& +e^{-m(4 s+t)}\left(\left(e^{5 m s}+e^{m(3 s+2)}\right) \cos (m)-e^{3 s m+m}-e^{5 s m+m}-2 e^{4 s m+m} \cos (m s)\right. \\
& +e^{4 m s} \cos (m-m s)+e^{4 s m+2 m} \cos (m-m s)-e^{5 m s} \sin (m)+e^{m(3 s+2)} \sin (m) \\
& \left.+e^{4 m s} \sin (m-m s)-e^{4 s m+2 m} \sin (m-m s)\right)\left(2 e^{m t} \sin (m t)-e^{2 m t}+1\right) \\
& -4 \sin \left(m(t-s)\left(\left(1+e^{2 m}\right) \cos (m)-2 e^{m}\right)\right\}
\end{aligned}
$$

If $M=0$, it is given by

$$
g_{0}(t, s)=-\frac{1}{6} \begin{cases}s^{2}(t-1)^{2}(2 t s+s-3 t) & \text { if } 0 \leq s \leq t \leq 1 \\ t^{2}(s-1)^{2}(2 t s+t-3 s) & \text { if } 0<t \leq s \leq 1\end{cases}
$$

Moreover, when $M=m^{4}>0$ it follows the expression

$$
\begin{aligned}
& g_{M}(t, s)= \begin{cases}g_{2}(t, s, m) & \text { if } 0 \leq s \leq t \leq 1 \\
g_{2}(s, t, m) & \text { if } 0 \leq t \leq s \leq 1,\end{cases} \\
& g_{2}(t, s, m)= \frac{e^{-\frac{m(-6+3 s+t)}{\sqrt{2}}}}{2 \sqrt{2} m^{3}\left(1+e^{2 \sqrt{2} m}+2 e^{\sqrt{2} m}(-2+\cos (\sqrt{2} m))\right)}\left\{-2\left(-1+e^{\sqrt{2} m t}\right)\right. \\
& \times\left(\left(e^{\sqrt{2} m(-2+s)}-e^{2 \sqrt{2} m(-1+s)}\right) \cos \left(\frac{m(-2+s)}{\sqrt{2}}\right)+\left(-e^{\sqrt{2} m(-2+s)}+e^{2 \sqrt{2} m(-1+s)}\right)\right. \\
& \times \cos \left(\frac{m s}{\sqrt{2}}\right)+\left(e^{\sqrt{2} m(-2+s)}-e^{\sqrt{2} m(-1+s)}+e^{2 \sqrt{2} m(-1+s)}-e^{\sqrt{2} m(-3+2 s)}\right) \\
&\left.\times \sin \left(\frac{m s}{\sqrt{2}}\right)\right) \sin \left(\frac{m t}{\sqrt{2}}\right)+\left(\left(e^{\sqrt{2} m(-2+s)}+e^{2 \sqrt{2} m(-1+s)}\right) \cos \left(\frac{m(-2+s)}{\sqrt{2}}\right)\right. \\
&+\left(-2 e^{\sqrt{2} m(-2+s)}+e^{\sqrt{2} m(-1+s)}-2 e^{2 \sqrt{2} m(-1+s)}+e^{\sqrt{2} m(-3+2 s)}\right) \cos \left(\frac{m s}{\sqrt{2}}\right) \\
&+\left(-e^{\sqrt{2} m(-2+s)}+e^{2 \sqrt{2} m(-1+s)}\right) \sin \left(\frac{m(-2+s)}{\sqrt{2}}\right)+\left(e^{\sqrt{2} m(-1+s)}-e^{\sqrt{2} m(-3+2 s)}\right) \\
&\left.\left.\times \sin \left(\frac{m s}{\sqrt{2}}\right)\right)\left(\left(-1+e^{\sqrt{2} m t}\right) \cos \left(\frac{m t}{\sqrt{2}}\right)-\left(1+e^{\sqrt{2} m t}\right) \sin \left(\frac{m t}{\sqrt{2}}\right)\right)\right\} .
\end{aligned}
$$

Using the expressions given in Lemma 2.3, coupled to the definition of a Green's function [8] and, as a particular case of [8, Theorem 2.14 and Theorem 5.1], we deduce the following properties for function $g_{M}$ :

Corollary 2.4. Assuming that condition (2.1) does not hold. Then, function $g_{M}$, defined in Lemma 2.3, satisfies the following properties:

1. $g_{M}$ is symmetric, that is $g_{M}(t, s)=g_{M}(s, t), \quad$ for all $t, s \in I$.
2. $g_{M}(0, s)=\frac{\partial g_{M}}{\partial t}(0, s)=g_{M}(1, s)=\frac{\partial g_{M}}{\partial t}(1, s)=0, \quad$ for all $s \in I$.
3. $g_{M}(t, 1)=\frac{\partial g_{M}}{\partial s}(t, 1)=g_{M}(t, 0)=\frac{\partial g_{M}}{\partial s}(t, 0)=0, \quad$ for all $t \in I$.

Moreover, if $M \in\left(-m_{1}^{4}, m_{0}^{4}\right)$ the following inequalities are fulfilled:
4. $g_{M}(t, s)>0$ for all $t, s \in(0,1)$.
5. $\frac{\partial^{2} g_{M}}{\partial t^{2}}(0, s)>0$ and $\frac{\partial^{2} g_{M}}{\partial t^{2}}(1, s)>0, \quad$ for all $s \in(0,1)$.
6. $\frac{\partial^{2} g_{M}}{\partial s^{2}}(t, 1)>0$ and $\frac{\partial^{2} g_{M}}{\partial s^{2}}(t, 0)>0$, for all $t \in(0,1)$.

To obtain the expression of the solution of Problem (1.1),(1.5), we must study the solution of a suitable non-homogeneous boundary value problem as follows

Lemma 2.5 ([2, Theorem 3.12]). The following problem:

$$
\left\{\begin{array}{l}
u^{(4)}(t)+M u(t)=0, \quad t \in I  \tag{2.2}\\
u(1)=u^{\prime}(0)=u^{\prime}(1)=0 \\
u(0)=1
\end{array}\right.
$$

has no solution if and only (2.1) holds.
In any other case, it has a unique solution, denoted by $w_{M}$, which is given by the following expression:

$$
w_{M}(t)= \begin{cases}\frac{\cos \left(\frac{m t}{\sqrt{2}}\right) \cosh \left(\frac{m(t-2)}{\sqrt{2}}\right)-\sin \left(\frac{m t}{\sqrt{2}}\right) \sinh \left(\frac{m(t-2)}{\sqrt{2}}\right)}{\cos (\sqrt{2} m)+\cosh (\sqrt{2} m)-2} &  \tag{2.3}\\ +\frac{\left(\cos \left(\frac{m(t-2)}{\sqrt{2}}\right)-2 \cos \left(\frac{m t}{\sqrt{2}}\right)\right) \cosh \left(\frac{m t}{\sqrt{2}}\right)}{\cos (\sqrt{2} m)+\cosh (\sqrt{2} m)-2} & \\ +\frac{\sin \left(\frac{m(t-2)}{\sqrt{2}}\right) \sinh \left(\frac{m t}{\sqrt{2}}\right)}{\cos (\sqrt{2} m)+\cosh (\sqrt{2} m)-2} & \text { if } m>0 \text { and } M=m^{4}, \\ (t-1)^{2}(1+2 t) & \text { if } M=0, \\ \frac{-\cos (m-m t)+\cosh (m)(\cos (m t)-\cosh (m t))}{2 \cos (m) \cosh (m)-2} \\ +\frac{\cos (m) \cosh (m t)-\sin (m t) \sinh (m)}{2 \cos (m) \cosh (m)-2} & \text { if } m>0 \text { and } M=-m^{4} .\end{cases}
$$

In [2, Theorem 3.12] it is proved that if $M>0$, then $w_{M}(t)>0$ for all $t \in[0,1)$ if and only $M \in\left(0,4 \pi^{4}\right]$. It is obvious that $w_{0}(t)>0$ for all $t \in[0,1)$.

To study the sign in the negative case, $M=-m^{4}$, we must introduce the concept of disconjugate equation given in [10].

Definition 2.6. Let $a_{k} \in C^{n-k}(I)$ for $k=1, \ldots, n$. The general $n$-th order linear differential equation $u^{(n)}(t)+a_{1}(t) u^{(n-1)}(t)+\cdots+a_{n-1}(t) u^{\prime}(t)+a_{n}(t) u(t)=0$ defined on any arbitrary interval $[a, b]$ is said to be disconjugate on an interval $J \subset[a, b]$ if every non trivial solution has, at most, $n-1$ zeros on $J$, multiple zeros being counted according to their multiplicity.

Moreover, we use the characterization for an equation to be disconjugate given in [9, Theorem 2.1] for a general $n$th order linear equation. Next, we enunciate the particular case for operator $u^{(4)}+M u$.

Lemma 2.7. The linear equation $u^{(4)}(t)+M u(t)=0$ is disconjugate on the interval I if and only if $M \in\left(-m_{1}^{4}, m_{0}^{4}\right)$.

As a consequence, due to the continuity of the expression of $w_{M}$ with respect to $M$, since $w_{0}^{\prime \prime}(1)=6$, we have that if there is some $\bar{M} \in\left(-m_{1}^{4}, 0\right)$ for which $w_{\bar{M}}$ takes some negative values on $(0,1)$, then it must exists $M^{*} \in(\bar{M}, 0)$ such that one of the two following situations holds:

There is $t_{0} \in(0,1)$ such that $w_{M^{*}}\left(t_{0}\right)=w_{M^{*}}^{\prime}\left(t_{0}\right)=w_{M^{*}}(1)=w_{M^{*}}^{\prime}(1)=0$,
which contradicts Lemma 2.7 , or

$$
w_{M^{*}}(1)=w_{M^{*}}^{\prime}(1)=w_{M^{*}}^{\prime \prime}(1)=0 .
$$

But, in this last case, we have that

$$
w_{-m^{4}}^{\prime \prime}(1)=\frac{m^{2}(\cos (m)-\cosh (m))}{\cos (m) \cosh (m)-1}
$$

which never takes the value zero for $m>0$.
Therefore, if $M \in\left(-m_{1}^{4}, 0\right)$ then $w_{M}(t)>0$ for all $t \in[0,1)$.
From the expression of $w_{M}^{\prime \prime}(1)$ we have that $w_{M}<0$ in a neighborhood of $t=1$ for $M$ smaller and close enough to $-m_{1}^{4}$.

Now, suppose that there is some $M_{1}<-m_{1}^{4}$ for wich $w_{M_{1}}>0$ on $[0,1)$. Let $-m_{1}^{4}<M_{2}<0$, we have that for all $t \in[0,1)$, the following property is fulfilled:

$$
w_{M_{2}}^{(4)}(t)-w_{M_{1}}^{(4)}(t)=-M_{2}\left(w_{M_{2}}-w_{M_{1}}\right)(t)-\left(M_{2}-M_{1}\right) w_{M_{1}}(t)<-M_{2}\left(w_{M_{2}}-w_{M_{1}}\right)(t) .
$$

Now, since $w_{M_{2}}-w_{M_{1}}$ satisfies the boundary conditions (1.2), from Corollary 2.4, we deduce that $0<w_{M_{2}}<w_{M_{1}}$ on $(0,1)$. But this contradicts the fact that

$$
\lim _{M \rightarrow-m_{1}^{4+}}\left\{w_{M}(t)\right\}=+\infty, \quad \text { for all } t \in(0,1) .
$$

So, we have proved the following result:
Lemma 2.8. $w_{M}>0$ on $[0,1)$ if and only if $M \in\left(-m_{1}^{4}, 4 \pi^{4}\right)$.
Now, by denoting

$$
\begin{equation*}
C_{M}=\int_{0}^{1} w_{M}(\tau) v(\tau) d \tau \tag{2.4}
\end{equation*}
$$

we are in a position to obtain the explicit expression of the Green's function related to the equation (1.1) coupled to boundary conditions (1.5). The result is the following.
Lemma 2.9. Let $\sigma \in L^{1}(I), \lambda>0$ and $M \in \mathbb{R}$ be such that (2.1) does not hold. Then problem

$$
\left\{\begin{array}{l}
u^{(4)}(t)+M u(t)=\sigma(t), \quad t \in I  \tag{2.5}\\
u^{\prime}(0)=u(1)=u^{\prime}(1)=0 \\
u(0)=\lambda \int_{0}^{1} u(s) v(s) d s
\end{array}\right.
$$

has a unique solution if and only if

$$
\lambda C_{M} \neq 1 .
$$

In such a case, it is given by the following expression

$$
u_{M}(t)=\int_{0}^{1} G_{M}(t, s) \sigma(s) d s
$$

where

$$
\begin{equation*}
G_{M}(t, s)=g_{M}(t, s)+\frac{\lambda w_{M}(t)}{1-\lambda C_{M}} \int_{0}^{1} g_{M}(\tau, s) v(\tau) d \tau \tag{2.6}
\end{equation*}
$$

$w_{M}$ and $C_{M}$ are defined in (2.3) and (2.4) respectively and $g_{M}$ is showed in Lemma 2.3.

Proof. Since (2.1) does not hold, we have that Problems (1.1)-(1.2) and (2.2) are uniquely solvable. Let $v_{M}$ and $w_{M}$ be the unique solutions of each problem respectively. Then, it is clear that

$$
u_{M}(t)=v_{M}(t)+\lambda w_{M}(t) \int_{0}^{1} u_{M}(s) v(s) d s
$$

is the unique solution of problem (2.5).
As a consequence, for all $t \in I$, the following equalities are fulfilled:

$$
\begin{equation*}
u_{M}(t)=\int_{0}^{1} g_{M}(t, s) \sigma(s) d s+\lambda w_{M}(t) \int_{0}^{1} u_{M}(s) v(s) d s \tag{2.7}
\end{equation*}
$$

Let $A_{M}=\int_{0}^{1} u_{M}(\tau) v(\tau) d \tau$, then, from the previous equality, we deduce that

$$
A_{M}=\int_{0}^{1} \int_{0}^{1} g_{M}(\tau, s) v(\tau) \sigma(s) d s d \tau+\lambda A_{M} \int_{0}^{1} w_{M}(\tau) v(\tau) d \tau
$$

or, which is the same,

$$
A_{M}=\frac{\int_{0}^{1} \sigma(s) \int_{0}^{1} g_{M}(\tau, s) v(\tau) d \tau d s}{1-\lambda \int_{0}^{1} w_{M}(\tau) v(\tau) d \tau}
$$

Replacing this value in (2.7), we arrive at the following expression for function $u_{M}$ :

$$
u_{M}(t)=\int_{0}^{1} g_{M}(t, s) \sigma(s) d s+\lambda w_{M}(t) \frac{\int_{0}^{1} \sigma(s) \int_{0}^{1} g_{M}(\tau, s) v(\tau) d \tau d s}{1-\lambda \int_{0}^{1} w_{M}(\tau) v(\tau) d \tau}
$$

and the proof is concluded.
Assuming that (2.1) does not hold, let $z_{M}$ be the unique solution of the following boundary value problem:

$$
\begin{equation*}
z^{(4)}(t)+M z(t)=v(t) \quad t \in I, \quad z(0)=z(1)=z^{\prime}(0)=z^{\prime}(1)=0 \tag{2.8}
\end{equation*}
$$

which is given by the following expression

$$
z_{M}(t)=\int_{0}^{1} g_{M}(t, s) v(s) d s
$$

Moreover, if $M \in\left(-m_{1}^{4}, m_{0}^{4}\right)$, since $v(t)>0$ a.e. $t \in(0,1)$, from Corollary 2.4, we have that $z_{M}(t)>0$ for all $t \in(0,1), z_{M}^{\prime \prime}(0)>0$ and $z_{M}^{\prime \prime}(1)>0$.

We point out that, by direct computations, it is possible to obtain the explicit expression of function $z_{M}$ for any particular choice of function $v$.

A careful analysis of the Green's function $G_{M}$ allows us to deduce the following result:
Theorem 2.10. Let $G_{M}(t, s)$ be the Green's function related to problem (1.1), (1.5) given by expression (2.6). Then if $M \in\left(-m_{1}^{4}, 4 \pi^{4}\right)$ and $\lambda \in\left(0,1 / C_{M}\right)$ we have that $G_{M}(t, s)>0$ for all $(t, s) \in$ $(0,1) \times(0,1)$. Moreover there exist $R>0$ and $h \in C(I)$, such that $h(1)=0$ and $h>0$ on $[0,1)$, for which the following inequalities are fulfilled:

$$
\begin{equation*}
h(t) \frac{\lambda}{1-\lambda C_{M}} z_{M}(s) \leq G_{M}(t, s) \leq R \frac{\lambda}{1-\lambda C_{M}} z_{M}(s), \text { for all }(t, s) \in I \times I \tag{2.9}
\end{equation*}
$$

Proof. First, notice that $4 \pi^{4}<m_{0}^{4}$. So, since $M \in\left(-m_{1}^{4}, 4 \pi^{4}\right)$ we have, from Corollary 2.4, that $g_{M}>0$ on $(0,1) \times(0,1)$ and, as a direct consequence of $\lambda \in\left(0,1 / C_{M}\right)$ and the fact that $w_{M}>0$ on $[0,1)$ for all $M \in\left(-m_{0}^{4}, 4 \pi^{4}\right)$ (Lemma 2.8), we conclude, from (2.6), that $G_{M}(t, s)>0$ for all $(t, s) \in(0,1) \times(0,1)$.

Now, we denote by

$$
\begin{equation*}
\varphi(t, s)=\frac{G_{M}(t, s)}{G_{M}(0, s)}=\frac{1-\lambda C_{M}}{\lambda} \frac{g_{M}(t, s)}{\int_{0}^{1} g_{M}(s, r) v(r) d r}+w_{M}(t) . \tag{2.10}
\end{equation*}
$$

It is clear that function $\varphi$ is continuous on $[0,1] \times(0,1), \varphi(0, s)=1$ and $\varphi(1, s)=0$ for all $s \in I$.

Using the properties of $g_{M}$ showed in Lemma 2.3 and those of $z_{M}$ previously explained, by means of L'Hôpital's rule, we deduce, for all $t \in(0,1)$ :

$$
\lim _{s \rightarrow 0^{+}} \frac{g_{M}(t, s)}{\int_{0}^{1} g_{M}(s, r) v(r) d r}=\lim _{s \rightarrow 0^{+}} \frac{g_{M}(t, s)}{z_{M}(s)}=\lim _{s \rightarrow 0^{+}} \frac{\frac{\partial^{2} g_{M}}{\partial s^{2}}(t, s)}{z_{M}^{\prime \prime}(s)}=\frac{\frac{\partial^{2} g_{M}}{\partial s^{2}}(t, 0)}{z_{M}^{\prime \prime}(0)}>0
$$

Thus,

$$
\lim _{s \rightarrow 0^{+}} \varphi(t, s)=\frac{1-\lambda C_{M}}{\lambda}\left(\frac{\frac{\partial^{2} g_{M}}{\partial s^{2}}(t, 0)}{z_{M}^{\prime \prime}(0)}\right)+w_{M}(t):=l_{1}(t)>0 \quad \text { for all } t \in[0,1) .
$$

Analogously, if $t \in(0,1)$, we have

$$
\lim _{s \rightarrow 1^{-}} \frac{g_{M}(t, s)}{\int_{0}^{1} g_{M}(s, r) v(r) d r}=\lim _{s \rightarrow 1^{-}} \frac{g_{M}(t, s)}{z_{M}(s)}=\lim _{s \rightarrow 1^{-}} \frac{\frac{\partial^{2} g_{M}}{\partial s^{2}}(t, s)}{z_{M}^{\prime \prime}(s)}=\frac{\frac{\partial^{2} g_{M}}{\partial s^{2}}(t, 1)}{z_{M}^{\prime \prime}(1)}>0
$$

and

$$
\lim _{s \rightarrow 1^{-}} \varphi(t, s)=\frac{1-\lambda C_{M}}{\lambda}\left(\frac{\frac{\partial^{2} g_{M}}{\partial s^{2}}(t, 1)}{z_{M}^{\prime \prime}(1)}\right)+w_{M}(t):=l_{2}(t)>0 \quad \text { for all } t \in[0,1) .
$$

The limits $l_{1}(t)$ and $l_{2}(t)$ exist and are finite, so $\varphi$ has removable discontinuities at $s=0,1$, and we can extend it to a function $\widetilde{\varphi} \in C(I \times I)$.

Therefore $h(t)=\min _{s \in[0,1]} \widetilde{\varphi}(t, s)$ is a continuous function such that

$$
h(1)=0 \quad \text { and } \quad 0<h(t) \leq \widetilde{\varphi}(t, s) \leq R \text { for all }(t, s) \in[0,1) \times[0,1],
$$

where $R=\max _{(t, s) \in I \times I} \widetilde{\varphi}(t, s)$.
Corollary 2.11. Let $G_{M}(t, s)$ be Green's function related to problem (1.1), (1.5) given by expression (2.6). Then if $M \in\left(-m_{1}^{4}, 4 \pi^{4}\right)$ and $\lambda \in\left(0,1 / C_{M}\right)$ we have that for all positive constant $\delta \in(0,1)$ there exists $\gamma(\delta) \in(0,1)$ for which the following inequality is fulfilled:

$$
\begin{equation*}
\gamma(\delta) \frac{\lambda}{1-\lambda C_{M}} z_{M}(s) \leq G_{M}(t, s), \quad \text { for all }(t, s) \in[0, \delta] \times I \tag{2.11}
\end{equation*}
$$

Proof. The result follows from the fact that function $h$ is continuous on $I$ and strictly positive on $[0,1)$.

## 3 Existence of positive solutions

In this section, we are concerned with the existence of positive solutions of the boundary value problem (1.4)-(1.5). Firstly, we shall give a result of completely continuous operator. Then, we shall derive the existence results. Consider the vectorial space

$$
E=\left\{u \in C^{2}(I) ; \quad u^{\prime}(0)=u^{\prime}(1)=0\right\}
$$

with the weighted norm $\|u\|=\|u\|_{\infty}+\left\|u^{\prime \prime}\right\|_{\infty}$.
Since, for any $u \in E$, and all $t \in I$, it is satisfied that

$$
u^{\prime}(t)=\int_{0}^{t} u^{\prime \prime}(s) d s .
$$

We deduce that

$$
\|u\| \leq\|u\|_{\infty}+\left\|u^{\prime}\right\|_{\infty}+\left\|u^{\prime \prime}\right\|_{\infty} \leq\|u\|_{\infty}+2\left\|u^{\prime \prime}\right\|_{\infty} \leq 2\|u\|,
$$

we have that $\|\cdot\|$ is an equivalent norm to the usual one in $E$. As consequence, $E$ is a Banach Space with the weighted norm $\|\cdot\|$.

The following result is a direct consequence of the results showed in previous sections.
Let $T$ the operator from $E$ to $E$ defined by

$$
\begin{equation*}
(T u)(t)=\int_{0}^{1} G_{M}(t, s) f\left(s, u(s), u^{\prime \prime}(s)\right) d s . \tag{3.1}
\end{equation*}
$$

Lemma 3.1. Assume that $f$ satisfies condition $\left(H_{0}\right)$, then, $u \in C^{2}(I)$ is a solution of (1.4)-(1.5) if and only if $u$ is a fixed point of operator $T$ defined on (3.1).

Now, by considering function $h$ and constant $R$, obtained in Theorem 2.10, we look for the fixed points of operator $T$ at the following cone,

$$
\begin{equation*}
K=\left\{u \in C^{2}(I) \text { and } u(t) \geq \frac{h(t)}{R}\|u\|_{\infty} \text { for all } t \in I\right\} . \tag{3.2}
\end{equation*}
$$

Lemma 3.2. If condition $\left(H_{0}\right)$ is fulfilled, then operator $T: K \rightarrow K$, defined in (3.1), is completely continuous.

Proof. From the non-negativeness of functions $f$ and $G_{M}$ we deduce that $(T u)(t) \geq 0$ for all $t \in I$ and $u \in K$. Using that $G_{M} \in C^{2}(I \times I)$, from the continuity of function $f$ we deduce the completely continuous character of operator $T$ as a direct application of Arzelà-Ascoli Theorem [11].

Let $u \in K$, by (2.9), we have that the following inequalities are fulfilled for all $t \in I$

$$
\begin{aligned}
(T u)(t) & =\int_{0}^{1} G_{M}(t, s) f\left(s, u(s), u^{\prime \prime}(s)\right) d s \\
& \geq h(t) \frac{\lambda}{1-\lambda C_{M}} \int_{0}^{1} z_{M}(s) f\left(s, u(s), u^{\prime \prime}(s)\right) d s \\
& \geq \frac{h(t)}{R} \int_{0}^{1} \max _{t \in I}\left\{G_{M}(t, s)\right\} f\left(s, u(s), u^{\prime \prime}(s)\right) d s \\
& \geq \frac{h(t)}{R} \max _{t \in I} \int_{0}^{1} G_{M}(t, s) f\left(s, u(s), u^{\prime \prime}(s)\right) d s \\
& =\frac{h(t)}{R}\|T u\|_{\infty} .
\end{aligned}
$$

Moreover, from Corollary 2.4, (2), we have that

$$
(T u)^{\prime}(0)=(T u)^{\prime}(1)=0
$$

and, as a consequence, $T u \in K$ for all $u \in K$ and the proof is complete.
In the sequel, for any pair $\delta, \gamma$ satisfying (2.11) we introduce the following cone as follows:

$$
\begin{equation*}
K_{\gamma}^{\delta}=\left\{u \in K \text { and } \min _{t \in[0, \delta]} u(t) \geq \frac{\gamma}{R}\|u\|_{\infty}\right\} \tag{3.3}
\end{equation*}
$$

As in the proof of Lemma 3.2, one can verify the following result.
Lemma 3.3. Assuming condition $\left(H_{0}\right)$, we have that $T\left(K_{\gamma}^{\delta}\right) \subset K_{\gamma}^{\delta}$.
Define the convex functionals $\alpha(u)=\|u\|_{\infty}, \beta(u)=\left\|u^{\prime \prime}\right\|_{\infty}$. Then, we have that

$$
\begin{gathered}
\|u\| \leq 2 \max \{\alpha(u), \beta(u)\} \\
\alpha(\mu u)=|\mu| \alpha(u), \beta(\mu u)=|\mu| \beta(u), \quad u \in E, \mu \in \mathbb{R},
\end{gathered}
$$

and since for all $u \in K$, it is satisfied that $u \geq 0$ on $I$, we have that if $u_{1}, u_{2} \in K$ are such that $u_{1} \leq u_{2}$ on $I$, then $\alpha\left(u_{1}\right) \leq \alpha\left(u_{2}\right)$.

In the following, we introduce the positive constants:

$$
\begin{align*}
m & =\max _{t \in I} \int_{0}^{\delta} G_{M}(t, s) d s  \tag{3.4}\\
M_{1} & =\max _{t \in I} \int_{0}^{1} G_{M}(t, s) d s \tag{3.5}
\end{align*}
$$

and

$$
\begin{equation*}
M_{2}=\max _{t \in I} \int_{0}^{1}\left|\frac{\partial^{2} G_{M}}{\partial t^{2}}(t, s)\right| d s \tag{3.6}
\end{equation*}
$$

We suppose that there are $L>b>\frac{\gamma}{R} b>c>0$ such that $f$ satisfies the following growth conditions:
$\left(H_{1}\right) f(t, u, v)<\frac{c}{M_{1}}$, for $(t, u, v) \in I \times[0, c] \times[-L, L]$,
$\left(H_{2}\right) f(t, u, v) \geq \frac{b}{m}$, for $(t, u, v) \in I \times\left[\frac{\gamma}{R} b, b\right] \times[-L, L]$,
$\left(H_{3}\right) f(t, u, v)<\frac{L}{M_{2}}$, for $(t, u, v) \in I \times[0, b] \times[-L, L]$.
Theorem 3.4. Assume that conditions $\left(H_{0}\right)-\left(H_{3}\right)$ are fulfilled. Then the boundary value problem (1.4)-(1.5) has at least one positive solution u satisfying

$$
c<\|u\|_{\infty}<b, \quad\left\|u^{\prime \prime}\right\|_{\infty}<L
$$

Proof. Take

$$
\Omega_{1}=\left\{u \in E:\|u\|_{\infty}<c,\left\|u^{\prime \prime}\right\|_{\infty}<L\right\}, \quad \Omega_{2}=\left\{u \in E:\|u\|_{\infty}<b,\left\|u^{\prime \prime}\right\|_{\infty}<L\right\}
$$

two boundary open sets in $E$, and

$$
D_{1}=\left\{u \in E:\|u\|_{\infty}=c\right\}, \quad D_{2}=\left\{u \in E:\|u\|_{\infty}=b\right\} .
$$

As in [16], we define the following double truncated continuous function as follows:

$$
f^{*}(t, u, v)= \begin{cases}f(t, u, v) & \text { if }(t, u, v) \in I \times[0, b] \times \mathbb{R} \\ f(t, b, v) & \text { if }(t, u, v) \in I \times[b, \infty) \times \mathbb{R}\end{cases}
$$

and

$$
f_{1}(t, u, v)= \begin{cases}f^{*}(t, u,-L) & \text { if }(t, u, v) \in I \times[0, \infty) \times(-\infty,-L] \\ f^{*}(t, u, v) & \text { if }(t, u, v) \in I \times[0, \infty) \times[-L, L] \\ f^{*}(t, u, L) & \text { if }(t, u, v) \in I \times[0, \infty) \times[L, \infty) .\end{cases}
$$

As a direct consequence, we have that $f_{1}$ satisfies the following properties:
$\left(H_{1}^{1}\right) f_{1}(t, u, v)<\frac{c}{M_{1}}$, for $(t, u, v) \in I \times[0, c] \times \mathbb{R}$,
$\left(H_{2}^{1}\right) f_{1}(t, u, v) \geq \frac{b}{m}$, for $(t, u, v) \in I \times\left[\frac{\gamma}{R} b, \infty\right) \times \mathbb{R}$,
$\left(H_{3}^{1}\right) f_{1}(t, u, v)<\frac{L}{M_{2}}$, for $(t, u, v) \in I \times[0, \infty) \times \mathbb{R}$.
Now, we define the operator

$$
\left(T_{1} u\right)(t)=\int_{0}^{1} G_{M}(t, s) f_{1}\left(s, u(s), u^{\prime \prime}(s)\right) d s
$$

whose fixed points coincide with the solutions of problem

$$
\begin{equation*}
u^{(4)}(t)+M u(t)=f_{1}\left(t, u(t), u^{\prime \prime}(t)\right), \quad t \in I, \tag{3.7}
\end{equation*}
$$

coupled to boundary conditions (1.5).
As in Lemmas 3.2 and 3.3 it is not difficult to verify that $T_{1}: K_{\gamma}^{\delta} \rightarrow K_{\gamma}^{\delta}$ is a completely continuous operator.

Let $p=\frac{1}{2} b \in\left(\Omega_{2} \cap K_{\gamma}^{\delta}\right) \backslash\{0\}$. It is easy to see that $\alpha(u+\mu p) \geq \alpha(u)$ for all $u \in K_{\gamma}^{\delta}$ and $\mu \geq 0$.

In view of $\left(H_{1}\right)$ and $\alpha(u)=c, u \in D_{1} \cap K_{\gamma}^{\delta}$, we have that

$$
\alpha\left(T_{1} u\right)=\max _{t \in I}\left|\int_{0}^{1} G_{M}(t, s) f_{1}\left(s, u(s), u^{\prime \prime}(s)\right) d s\right|<\max _{t \in I} \int_{0}^{1} G_{M}(t, s) \frac{c}{M_{1}} d s \leq c .
$$

Hence, $\alpha\left(T_{1} u\right)<c$.
Therefore, using $\left(H_{2}\right)$ and the fact that $u(s) \geq \frac{\gamma}{R} \alpha(u)$ for all $s \in[0, \delta]$, we have for all $u \in D_{2} \cap K_{\gamma}^{\delta}$ the following inequality is fulfilled

$$
\alpha\left(T_{1} u\right)=\max _{t \in I}\left|\int_{0}^{1} G_{M}(t, s) f_{1}\left(s, u(s), u^{\prime \prime}(s)\right) d s\right|>\max _{t \in I} \int_{0}^{\delta} G_{M}(t, s) \frac{b}{m} d s \geq b .
$$

Hence, $\alpha\left(T_{1} u\right)>b$.

$$
\beta\left(T_{1} u\right)=\max _{t \in I}\left|\int_{0}^{1} \frac{\partial^{2} G_{M}}{\partial t^{2}}(t, s) f_{1}\left(s, u(s), u^{\prime \prime}(s)\right) d s\right|<\max _{t \in I} \int_{0}^{1}\left|\frac{\partial^{2} G_{M}}{\partial t^{2}}(t, s)\right| \frac{L}{M_{2}} d s \leq L .
$$

Hence, $\beta\left(T_{1} u\right)<L$.
Therefore, $u$ is a positive solution for the boundary value problem (3.7), (1.5) satisfying

$$
c<\|u\|_{\infty}<b, \quad\left\|u^{\prime \prime}\right\|_{\infty}<L .
$$

From the definition of function $f_{1}$, we conclude that the obtained solutions are also solutions of (1.4)-(1.5) and the proof is complete.

## 4 Examples

In the sequel, we will obtain the different bounds and results for the particular case when $M=0$ and $v(t)=1$ for all $t \in I$. That is, we want to prove the existence of positive solutions of the problem:

$$
\begin{equation*}
L_{0} u(t)=u^{(4)}(t)=f\left(t, u(t), u^{\prime \prime}(t)\right), \quad t \in[0,1] \tag{4.1}
\end{equation*}
$$

subject to the boundary conditions:

$$
\begin{equation*}
u(1)=u^{\prime}(0)=u^{\prime}(1)=0, \quad u(0)=\lambda \int_{0}^{1} u(s) d s . \tag{4.2}
\end{equation*}
$$

It is immediate to verify that

$$
C_{0}:=\int_{0}^{1}(t-1)^{2}(1+2 t) d t=\frac{1}{2} .
$$

As a consequence: $0<\lambda<2$.
Now, let us obtain the correspondent $\delta, \gamma$ and $R$. The expression of the related Green's function is given in Lemma 2.3.

Using the notation in Theorem 2.10, we have

$$
\widetilde{\varphi}(t, s)= \begin{cases}\phi_{1}(t, s) & \text { if } 0<s<t<1 \\ \psi_{1}(t) & \text { if } s=0 \\ \psi_{2}(t) & \text { if } s=1 \\ \phi_{2}(t, s) & \text { if } 0<t \leq s<1\end{cases}
$$

So we have

$$
\begin{gathered}
\phi_{1}(t, s)=\frac{(-1+t)^{2}\left(-4(s+2 s t)-4 t(-3+\lambda)+\lambda+s^{2}(1+2 t) \lambda\right)}{(-1+s)^{2} \lambda}, \\
\phi_{2}(t, s)=\frac{2 t^{3}(-2+\lambda)+2 s t^{2}(-3+2 t)(-2+\lambda)+s^{2}(-1+t)^{2}(1+2 t) \lambda}{s^{2} \lambda}, \\
\psi_{1}(t)=\frac{(-1+t)^{2}(-4 t(-3+\lambda)+\lambda)}{\lambda}
\end{gathered}
$$

and

$$
\psi_{2}(t)=1+\frac{t^{2}(12-9 \lambda+4 t(-3+2 \lambda))}{\lambda} .
$$

It is clear that

$$
\frac{\partial \widetilde{\varphi}}{\partial s}(t, s)= \begin{cases}\frac{\partial \phi_{1}(t, s)}{\partial s} & \text { if } 0<s<t<1, \\ 0 & \text { if } s=0 \text { or } s=1, \\ \frac{\partial \phi_{2}(t, s)}{\partial s} & \text { if } 0<t \leq s<1,\end{cases}
$$

where

$$
\frac{\partial \phi_{1}(t, s)}{\partial s}=-\frac{2(-1+t)^{2}(1+s+2(-2+s) t)(-2+\lambda)}{(-1+s)^{3} \lambda}
$$

and

$$
\frac{\partial \phi_{2}(t, s)}{\partial s}=-\frac{2 t^{2}(-3 s+2(1+s) t)(-2+\lambda)}{s^{3} \lambda} .
$$

Let $\alpha_{1}(t)=\frac{4 t-1}{2 t+1}$ and $\alpha_{2}(t)=\frac{2 t}{3-2 t}$, it is obvious that

$$
\frac{\partial \phi_{1}(t, s)}{\partial s}=0 \text { if and only if } s=\alpha_{1}(t)
$$

and

$$
\frac{\partial \phi_{2}(t, s)}{\partial s}=0 \text { if and only if } s=\alpha_{2}(t)
$$

- If $t \in\left[0, \frac{1}{4}\right]$, in this case $\phi_{1}(t, \cdot)$ is decreasing on $[0, t]$ and $\phi_{2}(t, \cdot$.$) is decreasing on [t, 1]$. In this case for all $t \in\left[0, \frac{1}{4}\right], \max _{s \in I} \widetilde{\varphi}(t, s)=\psi_{1}(t)$ and $h(t)=\min _{s \in I} \widetilde{\varphi}(t, s)=\psi_{2}(t)$.
- If $t \in\left[\frac{1}{4}, \frac{1}{2}\right], \alpha_{1}(t) \in[0, t]$ in this case $\phi_{1}(t, \cdot)$ is increasing on $\left[0, \alpha_{1}(t)\right]$ and it is decreasing on $\left[\alpha_{1}(t), t\right]$ and $\phi_{2}(t, \cdot)$ is decreasing on $[t, 1]$. Then for all $t \in\left[\frac{1}{4}, \frac{1}{2}\right]$ we have

$$
\begin{equation*}
\max _{s \in I} \widetilde{\varphi}(t, s)=\phi_{1}\left(t, \alpha_{1}(t)\right)=\frac{(-1+t)(1+2 t)(-2+4 t(-1+\lambda)-\lambda)}{2 \lambda} \tag{4.3}
\end{equation*}
$$

and

$$
\begin{equation*}
h(t)=\min _{s \in I} \widetilde{\varphi}(t, s)=\min \left\{\psi_{1}(t), \psi_{2}(t)\right\}=\psi_{2}(t) . \tag{4.4}
\end{equation*}
$$

- If $t \in\left[\frac{1}{2}, \frac{3}{4}\right], \alpha_{2}(t) \in[t, 1]$ in this case $\phi_{2}(t, \cdot)$ is increasing on $\left[t, \alpha_{2}(t)\right]$ and is decreasing on $\left[\alpha_{2}(t), 1\right]$ and $\phi_{1}(t, \cdot)$ is increasing on $[0, t]$. Then for all $t \in\left[\frac{1}{2}, \frac{3}{4}\right]$ we have

$$
\begin{equation*}
\max _{s \in I} \widetilde{\varphi}(t, s)=\phi_{2}\left(t, \alpha_{2}(t)\right)=\frac{2 \lambda+t(-3+2 t)(-6+4 t+3 \lambda)}{2 \lambda} \tag{4.5}
\end{equation*}
$$

and

$$
\begin{equation*}
h(t)=\min _{s \in I} \widetilde{\varphi}(t, s)=\min \left\{\psi_{1}(t), \psi_{2}(t)\right\}=\psi_{1}(t) \tag{4.6}
\end{equation*}
$$

- If $t \in\left[\frac{3}{4}, 1\right]$, in this case $\phi_{1}(t, \cdot)$ is increasing on $[0, t]$ and $\phi_{2}(t, \cdot)$ is increasing on $[t, 1]$.

In this case for all $t \in\left[\frac{3}{4}, 1\right], \max _{s \in I} \widetilde{\varphi}(t, s)=\psi_{2}(t)$ and $h(t)=\psi_{1}(t)$.
In conclusion we obtain

$$
\max _{s \in I} \widetilde{\varphi}(t, s)= \begin{cases}\psi_{1}(t) & \text { if } t \in\left[0, \frac{1}{4}\right], \\ \phi_{1}\left(t, \alpha_{1}(t)\right) & \text { if } t \in\left[\frac{1}{4}, \frac{1}{2}\right], \\ \phi_{2}\left(t, \alpha_{2}(t)\right) & \text { if } t \in\left[\frac{1}{2}, \frac{3}{4}\right], \\ \psi_{2}(t) & \text { if } t \in\left[\frac{3}{4}, 1\right],\end{cases}
$$

and

$$
\min _{s \in I} \widetilde{\varphi}(t, s)= \begin{cases}\psi_{2}(t) & \text { if } t \in\left[0, \frac{1}{2}\right], \\ \psi_{1}(t) & \text { if } t \in\left[\frac{1}{2}, 1\right] .\end{cases}
$$

Let $R_{1}=\max _{t \in\left[\frac{1}{4}, \frac{1}{2}\right]} \phi_{1}\left(t, \alpha_{1}(t)\right), R_{2}=\max _{t \in\left[\frac{1}{2}, \frac{3}{4}\right]} \phi_{2}\left(t, \alpha_{2}(t)\right), R_{3}=\max _{t \in\left[0, \frac{1}{4}\right]} \psi_{1}(t)$ and $R_{4}=$ $\max _{t \in\left[\frac{3}{4}, 1\right]} \psi_{2}(t)$. We deduce that $R=\max _{(t, s) \in I \times I} \widetilde{\varphi}(t, s)=\max \left\{R_{1}, R_{2}, R_{3}, R_{4}\right\}$ and

$$
\gamma=\min _{t \in[0, \delta]} h(t)= \begin{cases}\min \left\{1, \psi_{2}(\delta)\right\} & \text { if } \delta \in\left(0, \frac{1}{2}\right] \\ \min \left\{1, \psi_{1}(\delta)\right\} & \text { if } \delta \in\left[\frac{1}{2}, 1\right) .\end{cases}
$$

Choosing $\delta=0.9$ and $\lambda=1$. By computation we obtain
$R=\max \{1.6875,1,1.6875,1\}=1.6875, \gamma=\min _{t \in[0, \delta]} h(t)=0.082, \frac{\gamma}{R}=0.0485926$.
By simple calculation, we have that $M_{2}=\max _{t \in I} \int_{0}^{1}\left|\frac{\partial^{2} G_{0}}{\partial t^{2}}(t, s)\right| d s \approx 0.1, m=$ $\max _{t \in I} \int_{0}^{\delta} G_{0}(t, s) d s \approx 0.00417006$ and $M_{1}=\max _{t \in I} \int_{0}^{1} G_{0}(t, s) d s \approx 0.0042$.
Example 4.1. Let

$$
f(t, u, v)=\frac{t}{100}+4.71241 u+0.000416894 u^{3}+\left(0.00521618+0.000125066 u^{2}\right) \frac{|v|}{90}
$$

Choosing $b=60, \frac{\gamma}{R} b=2.91556, \frac{\gamma}{R m}=11.6527, c=0.5$ and $L=400$. By simple calculation, $f$ satisfy $\left(H_{0}\right)$ and we have that:

$$
\begin{array}{ll}
f(t, u, v) \leq 2.38958<\frac{c}{M_{1}}=119.048 \quad \text { for all }(t, u, v) \in I \times[0, c] \times[-L, L] \\
f(t, u, v) \geq 13.7496>\frac{\gamma}{R m}=11.6527 \quad \text { for all }(t, u, v) \in I \times\left[\frac{\gamma}{R} b, b\right] \times[-L, L]
\end{array}
$$

and

$$
f(t, u, v) \leq 374.828<\frac{L}{M_{2}}=4000 \quad \text { for all }(t, u, v) \in I \times[0, b] \times[-L, L]
$$

With the use of Theorem 3.4, the boundary value problem (1.4)-(1.5) has at least one positive solution $u$ satisfying

$$
0.5<\|u\|_{\infty}<60, \quad\left\|u^{\prime \prime}\right\|_{\infty}<400
$$

Example 4.2. Let

$$
f(t, u, v)=a(t) u+b(t) u^{3}+c(t)|v|^{\alpha}, \alpha \in(0,1)
$$

where

$$
a(t)=\left\{\begin{array}{ll}
t+10 & \text { if } t \in\left[0, \frac{1}{2}\right], \\
-t+11 & \text { if } t \in\left[\frac{1}{2}, \frac{3}{4}\right], \\
3 t+8 & \text { if } t \in\left[\frac{3}{4}, 1\right]
\end{array} \quad b(t)= \begin{cases}e^{t} & \text { if } t \in\left[0, \frac{1}{2}\right] \\
2 e^{\frac{1}{2}} t & \text { if } t \in\left[\frac{1}{2}, 1\right]\end{cases}\right.
$$

and

$$
c(t)= \begin{cases}\left(\frac{10^{-3}}{9}\right)^{\alpha} \frac{1}{2^{\alpha}} & \text { if } t \in\left[0, \frac{1}{2}\right] \\ \left(\frac{10^{-3}}{9}\right)^{\alpha} t^{\alpha} & \text { if } t \in\left[\frac{1}{2}, 1\right]\end{cases}
$$

For this we have, for all $t \in[0,1], 10 \leq a(t) \leq 11,1 \leq b(t) \leq 2 e^{\frac{1}{2}}$ and $\left(\frac{10^{-3}}{9}\right)^{\alpha} \frac{1}{2^{\alpha}} \leq c(t) \leq$ $\left(\frac{10^{-3}}{9}\right)^{\alpha}$. Choosing $c=1, b=30, \frac{\gamma}{R} b=1.457778$ and $L=9 \times 10^{3}$. By simple calculation, we have that:

$$
\begin{aligned}
& f(t, u, v) \leq 15.2974<\frac{c}{M_{1}}=238.09 \quad \text { for all }(t, u, v) \in I \times[0, c] \times[-L, L] \\
& f(t, u, v) \geq 17.6757>\frac{\gamma}{R m}=11.6527 \quad \text { for all }(t, u, v) \in I \times\left[\frac{\gamma}{R} b, b\right] \times[-L, L]
\end{aligned}
$$

and

$$
f(t, u, v) \leq 89361.9486<\frac{L}{M_{2}}=90000 \quad \text { for all }(t, u, v) \in I \times[0, b] \times[-L, L]
$$

With the use of Theorem 3.4, the boundary value problem (1.4)-(1.5) has at least one positive solution $u$ satisfying

$$
1<\|u\|_{\infty}<30, \quad\left\|u^{\prime \prime}\right\|_{\infty}<9 \times 10^{3}
$$
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