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#### Abstract

In this paper, we shall discuss the properties of the well-known Mittag-Leffler function, and consider the existence of solution of the periodic boundary value problem for a fractional differential equation involving a Riemann-Liouville sequential fractional derivative by means of the method of upper and lower solutions and Schauder fixed point theorem.
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## 1. Introduction

Let $J=[a, b]$ be a compact interval on the real axis $\mathbb{R}$, and $y$ be a measurable Lebesgue function, that is, $y \in L_{1}(a, b)$. Let $x \in J$ and $\alpha \in \mathbb{R}(0<\alpha \leq 1)$. The Riemann-Liouville fractional integrals $I_{a+}^{\alpha}$ and derivative $D_{a+}^{\alpha}$ are defined by (see, for example, [1][2])

$$
\begin{equation*}
\left(I_{a+}^{\alpha} y\right)(x)=\frac{1}{\Gamma(\alpha)} \int_{a}^{x}(x-s)^{\alpha-1} y(s) \mathrm{d} s \quad \text { and } \quad\left(D_{a+}^{\alpha} y\right)(x)=\frac{\mathrm{d}}{\mathrm{~d} x}\left(I_{a+}^{1-\alpha} y\right)(x) \tag{1.1}
\end{equation*}
$$

We will work here following the definition of a sequential fractional derivative presented by Miller and Ross [3]

$$
\left\{\begin{array}{l}
\mathscr{D}_{a+}^{\alpha} y=D_{a+}^{\alpha} y  \tag{1.2}\\
\mathscr{D}_{a+}^{k \alpha} y=\mathscr{D}_{a+}^{\alpha} \mathscr{D}_{a+}^{(k-1) \alpha} y \quad(k=2,3, \ldots) .
\end{array}\right.
$$

There is a close connection between the sequential fractional derivatives and the non sequential Riemann-Liouville derivatives. For example, in the case $k=2,0<\alpha<1 / 2$ and the Riemann-Liouville derivatives, the relationship between $\mathscr{D}_{a+}^{k \alpha} y$ and $D_{a+}^{k \alpha} y$ is given by

$$
\begin{equation*}
\left(\mathscr{D}_{a+}^{2 \alpha} y\right)(x)=\left(D_{a+}^{2 \alpha}\left[y(t)-\left(I_{a+}^{1-\alpha} y\right)(a+) \frac{(t-a)^{\alpha-1}}{\Gamma(\alpha)}\right]\right)(x) . \tag{1.3}
\end{equation*}
$$

[^0]We shall consider the existence of solution of the periodic boundary value problem for a fractional differential equation involving a Riemann-Liouville sequential fractional derivative, by using the method of upper and lower solutions and Schauder fixed point theorem.

$$
\left\{\begin{array}{l}
\left(\mathscr{D}_{0+}^{2 \alpha} y\right)(x)=f\left(x, y, \mathscr{D}_{0+}^{\alpha} y\right), \quad x \in(0, T]  \tag{1.4}\\
\left.x^{1-\alpha} y(x)\right|_{x=0}=\left.x^{1-\alpha} y(x)\right|_{x=T}, \\
\left.x^{1-\alpha}\left(\mathscr{D}_{0+}^{\alpha} y\right)(x)\right|_{x=0}=\left.x^{1-\alpha}\left(\mathscr{D}_{0+}^{\alpha} y\right)(x)\right|_{x=T},
\end{array}\right.
$$

where $0<T<+\infty$, and $f \in C([0, T] \times \mathbb{R} \times \mathbb{R})$.
Remark 1.1 In the special case: $\alpha=1$, problem (1.4) becomes the periodic boundary value problem for a second ordinary differential equation

$$
\left\{\begin{array}{l}
y^{\prime \prime}(x)=f\left(x, y, y^{\prime}\right), \quad x \in(0, T],  \tag{1.5}\\
y(0)=y(T), \quad y^{\prime}(0)=y^{\prime}(T) .
\end{array}\right.
$$

Differential equations of fractional order occur more frequently in different research areas and engineering, such as physics, chemistry, control of dynamical systems etc. Recently, many researchers paid attention to existence result of solution of the initial value problem for fractional differential equations, such as [4-7]. Some recent contributions to the theory of fractional differential equations can be seen in [8-12].

In [4], the existence and uniqueness of solution of the following initial value problem for a fractional differential equation

$$
\left\{\begin{array}{l}
D_{0}^{\alpha} u(t)=f(t, u(t)), \quad t \in(0, T], \\
\left.t^{1-\alpha} u(t)\right|_{t=0}=u_{0} .
\end{array}\right.
$$

was discussed by using the method of upper and lower solutions and its associated monotone iterative.

In [5], the global existence results for an initial value problem associated to a large class of fractional differential equations

$$
\left\{\begin{array}{l}
D_{0}^{\alpha}\left(u-u_{0}\right)(t)=f(t, u(t)), \quad t>0 \\
u(0)=u_{0}
\end{array}\right.
$$

was presented by means of a comparison result and the fixed point theory.
In [7], the authors considered the existence of minimal and maximal solutions and uniqueness of solution of the initial value problem for a fractional differential equation involving a Riemann-Liouville sequential fractional derivative, by using the method of upper and lower solutions and its associated monotone iterative method.

$$
\left\{\begin{array}{l}
\left(\mathscr{D}_{0+}^{2 \alpha} y\right)(x)=f\left(x, y, \mathscr{D}_{0+}^{\alpha} y\right), \quad x \in(0, T], \\
\left.x^{1-\alpha} y(x)\right|_{x=0}=y_{0},\left.\quad x^{1-\alpha}\left(\mathscr{D}_{0+}^{\alpha} y\right)(x)\right|_{x=0}=y_{1},
\end{array}\right.
$$

where $0<T<+\infty$, and $f \in C([0, T] \times \mathbb{R} \times \mathbb{R})$.
While for the existence of solution of the periodic boundary value problem (1.4) for a fractional differential equation a involving Riemann-Liouville sequential fractional derivative
has not been given up to now, the research proceeds slowly and appears some new difficulties in obtaining comparison results.

Now, in this paper, we shall discuss the properties of the well-known Mittag-Leffler function, and consider the existence of solution of the periodic boundary value problem (1.4) for a fractional differential equation involving Riemann-Liouville sequential fractional derivative by using the method of upper and lower solutions and Schauder fixed point theorem.

Let

$$
\begin{aligned}
& C([0, T])=\left\{y: y(x) \text { is continuous on }[0, T],\|y\|_{C}=\max _{t \in[0,1]}|y(t)|\right\} \\
& C_{1-\alpha}([0, T])=\left\{y \in C(0, T]: x^{1-\alpha} y(x) \in C([0, T]),\|y\|_{C_{1-\alpha}}=\left\|x^{1-\alpha} y\right\|_{C}\right\} \\
& C_{1-\alpha}^{\alpha}([0, T])=\left\{y \in C_{1-\alpha}([0, T]): x^{1-\alpha}\left(\mathscr{D}_{0+}^{\alpha} y\right)(x) \in C([0, T])\right\} .
\end{aligned}
$$

Definition 1.1. We call a function $y(x)$ a classical solution of problem (1.4), if: (i) $y(x) \in$ $C_{1-\alpha}^{\alpha}([0, T])$ and its fractional integral $\left(I^{1-\alpha} y(t)\right)(x), \quad\left(I^{1-\alpha} \mathscr{D}_{0+}^{\alpha} y(t)\right)(x)$ are continuously differentiable for $(0, T]$; (ii) $y(x)$ satisfies problem (1.4).

For problem (1.4), we have the following definitions of upper and lower solutions.
Definition 1.2. A function $p \in C_{1-\alpha}^{\alpha}([0, T])$ is called a lower solution of problem (1.4), if it satisfies

$$
\left\{\begin{array}{l}
\left(\mathscr{D}_{0+}^{2 \alpha} p\right)(x) \leq f\left(x, p, \mathscr{D}_{0+}^{\alpha} p\right), \quad x \in(0, T]  \tag{1.6}\\
\left.x^{1-\alpha} p(x)\right|_{x=0}=\left.x^{1-\alpha} p(x)\right|_{x=T} \\
\left.x^{1-\alpha}\left(\mathscr{D}_{0+}^{\alpha} p\right)(x)\right|_{x=0}=\left.x^{1-\alpha}\left(\mathscr{D}_{0+}^{\alpha} p\right)(x)\right|_{x=T}
\end{array}\right.
$$

Analogously, a function $q \in C_{1-\alpha}^{\alpha}([0, T])$ is called an upper solution of problem (1.4), if it satisfies

$$
\left\{\begin{array}{l}
\left(\mathscr{D}_{0+}^{2 \alpha} q\right)(x) \geq f\left(x, q, \mathscr{D}_{0+}^{\alpha} q\right), \quad x \in(0, T]  \tag{1.7}\\
\left.x^{1-\alpha} q(x)\right|_{x=0}=\left.x^{1-\alpha} q(x)\right|_{x=T} \\
\left.x^{1-\alpha}\left(\mathscr{D}_{0+}^{\alpha} q\right)(x)\right|_{x=0}=\left.x^{1-\alpha}\left(\mathscr{D}_{0+}^{\alpha} q\right)(x)\right|_{x=T}
\end{array}\right.
$$

In what follows, we assume that

$$
\left\{\begin{array}{l}
p(x) \leq q(x), \quad x \in(0, T]:\left.\quad x^{1-\alpha} p(x)\right|_{x=0} \leq\left. x^{1-\alpha} q(x)\right|_{x=0}  \tag{1.8}\\
\left.x^{1-\alpha}\left(\mathscr{D}_{0+}^{\alpha} p\right)(x)\right|_{x=0} \leq\left. x^{1-\alpha}\left(\mathscr{D}_{0+}^{\alpha} q\right)(x)\right|_{x=0}
\end{array}\right.
$$

and define that the ordered interval in space $C_{1-\alpha}^{\alpha}([0, T])$

$$
\begin{align*}
{[p, q]=} & \left\{u \in C_{1-\alpha}^{\alpha}([0, T]): p(t) \leq u(t) \leq q(t), t \in(0, T]\right. \\
& \left.t^{1-\alpha} p(t)\right|_{t=0} \leq\left. t^{1-\alpha} u(t)\right|_{t=0} \leq\left. t^{1-\alpha} q(t)\right|_{t=0}  \tag{1.9}\\
& \left.\left.t^{1-\alpha}\left(\mathscr{D}_{0+}^{\alpha} p\right)(t)\right|_{t=0} \leq\left. t^{1-\alpha}\left(\mathscr{D}_{0+}^{\alpha} u\right)(t)\right|_{t=0} \leq\left. t^{1-\alpha}\left(\mathscr{D}_{0+}^{\alpha} q\right)(t)\right|_{t=0}\right\}
\end{align*}
$$

The following is an existence result of the solution for the linear periodic boundary value problem for a fractional differential equation and a property of Riemann-Liouville fractional
calculus, which are important for us to obtain existence of solutions for problem (1.4).
Lemma 1.1 (see [1]). Suppose that $u \in C_{1-\alpha}([0, T])$, then the linear initial value problem

$$
\left\{\begin{array}{l}
\mathscr{D}_{0+}^{\alpha} u(x)+M u(x)=\sigma(x), \quad x \in(0, T],  \tag{1.10}\\
\left.x^{1-\alpha} u(x)\right|_{x=0}=u_{0},
\end{array}\right.
$$

where $M \in \mathbb{R}$ is a constant and $\sigma \in C_{1-\alpha}[0, T]$, has the following integral representation of solution

$$
\begin{equation*}
u(x)=\Gamma(\alpha) u_{0} e_{\alpha}(-M, x)+\left[e_{\alpha}(-M, t) * \sigma(t)\right](x), \tag{1.11}
\end{equation*}
$$

where

$$
\begin{align*}
& (g * f)(x)=\int_{0}^{x} g(x-t) f(t) \mathrm{d} t  \tag{1.12}\\
& e_{\alpha}(\lambda, z)=z^{\alpha-1} E_{\alpha, \alpha}\left(\lambda z^{\alpha}\right)=z^{\alpha-1} \sum_{k=0}^{\infty} \lambda^{k} \frac{z^{\alpha k}}{\Gamma((k+1) \alpha)}, \tag{1.13}
\end{align*}
$$

$E_{\alpha, \alpha}(x)=\sum_{k=0}^{\infty} \frac{x^{k}}{\Gamma((k+1) \alpha)}$ is Mittag-Leffler function (see [1], [13]).
Remark 1.2 Obviously, $\mathscr{D}_{0+}^{\alpha} e_{\alpha}(\lambda, z)=\lambda e_{\alpha}(\lambda, z)$. For $\alpha=1$, initial problem (1.10) is $u^{\prime}(x)+M u(x)=\sigma(x), u(0)=u_{0}$ and the solution given by (1.11) is valid (it is the classical solution using the variation of constants formula).

Lemma 1.2 . Suppose that $u \in C_{1-\alpha}([0, T])$, then the linear periodic boundary value problem

$$
\left\{\begin{array}{l}
\mathscr{D}_{0+}^{\alpha} u(x)+M u(x)=\sigma(x), \quad x \in(0, T],  \tag{1.14}\\
\left.x^{1-\alpha} u(x)\right|_{x=0}=u_{0}=\left.x^{1-\alpha} u(x)\right|_{x=T},
\end{array}\right.
$$

where $M \in \mathbb{R}$ is a constant and $\sigma \in C_{1-\alpha}[0, T]$, has the following integral representation of solution

$$
\begin{equation*}
u(x)=\Gamma(\alpha) \frac{\left(e_{\alpha}(-M, t) * \sigma(t)\right)(T)}{T^{\alpha-1}-\Gamma(\alpha) e_{\alpha}(-M, T)} e_{\alpha}(-M, x)+\left[e_{\alpha}(-M, t) * \sigma(t)\right](x) . \tag{1.15}
\end{equation*}
$$

Proof By Lemma 1.1, we have that the linear initial value problem (1.14) has the integral representation of solution (1.11). By the condition of periodic boundary value problem (1.14), we have

$$
\begin{equation*}
u_{0}=\frac{\left(e_{\alpha}(-M, t) * \sigma(t)\right)(T)}{T^{\alpha-1}-\Gamma(\alpha) e_{\alpha}(-M, T)} . \tag{1.16}
\end{equation*}
$$

Substituting (1.16) into (1.11), we obtain (1.15). The proof of Lemma 1.2 is completed.
Lemma 1.3 . Suppose that $u \in C_{1-\alpha}^{\alpha}([0, T])$, then the linear periodic boundary value problem

$$
\left\{\begin{array}{l}
\left(\mathscr{D}_{0+}^{2 \alpha} u\right)(x)+N \mathscr{D}_{0+}^{\alpha} u(x)+M u(x)=\sigma(x), \quad x \in(0, T],  \tag{1.17}\\
\left.x^{1-\alpha} u(x)\right|_{x=0}=u_{0}=\left.x^{1-\alpha} u(x)\right|_{x=T}, \\
\left.x^{1-\alpha}\left(\mathscr{D}_{0+}^{\alpha} u\right)(x)\right|_{x=0}=u_{1}=\left.x^{1-\alpha}\left(\mathscr{D}_{0+}^{\alpha} u\right)(x)\right|_{x=T},
\end{array}\right.
$$

where $N>0, M \in \mathbb{R}, \quad N^{2}>4 M$ are constants and $\sigma \in C_{1-\alpha}[0, T]$, has the following representation of solution

$$
\begin{equation*}
u(x)=\Gamma(\alpha) u_{0} e_{\alpha}\left(\lambda_{2}, x\right)+\Gamma(\alpha) \bar{y}_{0}\left[e_{\alpha}\left(\lambda_{2}, t\right) * e_{\alpha}\left(\lambda_{1}, t\right)\right](x)+\left[e_{\alpha}\left(\lambda_{2}, t\right) * e_{\alpha}\left(\lambda_{1}, t\right) * \sigma(t)\right](x) \tag{1.18}
\end{equation*}
$$

where

$$
\begin{align*}
& \lambda_{2}=\frac{-N-\sqrt{N^{2}-4 M}}{2}<\lambda_{1}=\frac{-N+\sqrt{N^{2}-4 M}}{2}  \tag{1.19}\\
& y(x)=\Gamma(\alpha) \bar{y}_{0} e_{\alpha}\left(\lambda_{1}, x\right)+\left[e_{\alpha}\left(\lambda_{1}, t\right) * \sigma(t)\right](x), \quad x \in(0, T]  \tag{1.20}\\
& \bar{y}_{0}=u_{1}-\lambda_{2} u_{0}=\frac{\left(e_{\alpha}\left(\lambda_{1}, t\right) * \sigma(t)\right)(T)}{T^{\alpha-1}-\Gamma(\alpha) e_{\alpha}\left(\lambda_{1}, T\right)}  \tag{1.21}\\
& u_{0}=\frac{\left(e_{\alpha}\left(\lambda_{2}, t\right) * y(t)\right)(T)}{T^{\alpha-1}-\Gamma(\alpha) e_{\alpha}\left(\lambda_{2}, T\right)} \tag{1.22}
\end{align*}
$$

Proof Let

$$
\left(\mathscr{D}_{0+}^{\alpha}-\lambda_{2}\right) u(x)=y(x), \quad x \in(0, T] .
$$

Then the problem (1.17) is equivalent to

$$
\left\{\begin{array}{l}
\left(\mathscr{D}_{0+}^{\alpha}-\lambda_{1}\right) y(x)=\sigma(x), \quad x \in(0, T]  \tag{1.23}\\
\left.x^{1-\alpha} y(x)\right|_{x=0}=\bar{y}_{0}=u_{1}-\lambda_{2} u_{0}=\left.x^{1-\alpha} y(x)\right|_{x=T},
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
\left(\mathscr{D}_{0+}^{\alpha}-\lambda_{2}\right) u(x)=y(x), \quad x \in(0, T]  \tag{1.24}\\
\left.x^{1-\alpha} u(x)\right|_{x=0}=u_{0}=\left.x^{1-\alpha} u(x)\right|_{x=T}
\end{array}\right.
$$

By the Lemma 1.2, we have that the linear periodic boundary value problems (1.23) and (1.24) have the following representation of solutions

$$
\begin{align*}
& y(x)=\Gamma(\alpha) \bar{y}_{0} e_{\alpha}\left(\lambda_{1}, x\right)+\left[e_{\alpha}\left(\lambda_{1}, t\right) * \sigma(t)\right](x),  \tag{1.25}\\
& u(x)=\Gamma(\alpha) u_{0} e_{\alpha}\left(\lambda_{2}, x\right)+\left[e_{\alpha}\left(\lambda_{2}, t\right) * y(t)\right](x), \tag{1.26}
\end{align*}
$$

where $\bar{y}_{0}, u_{0}$ are given by (1.21) and (1.22). Substituting (1.25) into (1.26), we obtain (1.18). The proof of Lemma 1.3 is completed.

Lemma 1.4 (see [7]) .

$$
\begin{equation*}
\left[e_{\alpha}\left(\lambda_{2}, t\right) * e_{\alpha}\left(\lambda_{1}, t\right)\right](x)=\left[e_{\alpha}\left(\lambda_{1}, t\right) * e_{\alpha}\left(\lambda_{2}, t\right)\right](x)=\frac{1}{\lambda_{1}-\lambda_{2}}\left[e_{\alpha}\left(\lambda_{1}, t\right)-e_{\alpha}\left(\lambda_{2}, t\right)\right](x), \quad x \in \mathbb{R} \tag{1.27}
\end{equation*}
$$

This paper is organized as follows. In Section 2 we give some preliminaries, including a property of Mittag-Leffler function which will be used in our main result, a comparison result. The main results are established in Section 3.

## 2. A property of Mittag-Leffler function and some Lemmas

In the following, we shall use the definition and properties of the $\Gamma$ function which listed as follows (see [14]).

$$
\begin{align*}
& \Gamma(\alpha)=\int_{0}^{+\infty} t^{\alpha-1} e^{-t} \mathrm{~d} t  \tag{2.1}\\
& \frac{1}{\Gamma(\alpha)}=\lim _{n \rightarrow \infty} \frac{1}{(n+1)^{\alpha}} \alpha(1+\alpha)\left(1+\frac{\alpha}{2}\right) \cdots\left(1+\frac{\alpha}{n}\right)  \tag{2.2}\\
& \frac{1}{\Gamma(1+\alpha)}=\lim _{n \rightarrow \infty} \frac{1}{(n+1)^{\alpha}}(1+\alpha)\left(1+\frac{\alpha}{2}\right) \cdots\left(1+\frac{\alpha}{n}\right), \tag{2.3}
\end{align*}
$$

Let

$$
\begin{equation*}
\psi_{n}(\alpha)=\alpha(1+\alpha)\left(1+\frac{\alpha}{2}\right) \cdots\left(1+\frac{\alpha}{n}\right) \tag{2.4}
\end{equation*}
$$

Then

$$
\begin{equation*}
\frac{1}{\Gamma(\alpha)}=\lim _{n \rightarrow \infty} \frac{1}{(n+1)^{\alpha}} \psi_{n}(\alpha) \tag{2.5}
\end{equation*}
$$

Lemma 2.1 (see [7]) For $0<\alpha \leq 1$, there exist positive constants

$$
\begin{equation*}
b_{n}^{0}>0, b_{n}^{1}>0, \cdots, b_{n}^{n}>0, \text { such that } \psi_{n}(k \alpha)=\sum_{i=0}^{n} b_{n}^{i} C_{k+i}^{i+1} \tag{2.6}
\end{equation*}
$$

Hence, we have

$$
\begin{align*}
& (k-1) \psi_{n}(k \alpha)=\sum_{i=0}^{n}(i+2) b_{n}^{i} C_{k+i}^{i+2}  \tag{2.7}\\
& (1+k \alpha)\left(1+\frac{k \alpha}{2}\right) \cdots\left(1+\frac{k \alpha}{n}\right)=\frac{1}{\alpha} \sum_{i=0}^{n} \frac{1}{i+1} b_{n}^{i} C_{k+i}^{i} \tag{2.8}
\end{align*}
$$

Note

$$
\left\{\begin{array}{l}
F(x)=E_{\alpha, \alpha}(x)=\sum_{k=0}^{\infty} \frac{x^{k}}{\Gamma((k+1) \alpha)}, \quad g(x)=\sum_{k=1}^{\infty} \frac{k x^{k-1}}{\Gamma((k+1) \alpha)}  \tag{2.9}\\
h(x)=\sum_{k=0}^{\infty} \frac{x^{k}}{\Gamma(k \alpha+1)}
\end{array}\right.
$$

Lemma 2.2 (see [7]) For $0<\alpha \leq 1$, we have

$$
\begin{equation*}
F(x)>0, \quad g(x)>0, \quad h(x)>0, \forall x \in \mathbb{R}=(-\infty,+\infty) \tag{2.10}
\end{equation*}
$$

Lemma 2.3 For $0<\alpha \leq 1$, we have

$$
\begin{align*}
& 0<F(x)<F(0)=\frac{1}{\Gamma(\alpha)}<F(y), \text { for } x<0<y \text { and }  \tag{2.11}\\
& \lim _{x \rightarrow+\infty} F(x)=+\infty, \quad \lim _{x \rightarrow-\infty} F(x)=0
\end{align*}
$$

Proof By means of $F^{\prime}(x)=g(x)>0, \quad \forall x \in \mathbb{R}$, we have

$$
0<F(x)<F(0)=\frac{1}{\Gamma(\alpha)}<F(y), \quad \text { for } \quad x<0<y
$$

And

$$
F(x)=F(0)+\int_{0}^{x} g(t) \mathrm{d} t \geq \frac{1}{\Gamma(\alpha)}+g(0) x=\frac{1}{\Gamma(\alpha)}+\frac{1}{\Gamma(2 \alpha)} x, \quad \forall x>0 .
$$

Hence, $\lim _{x \rightarrow+\infty} F(x)=+\infty$.

$$
\because \quad \alpha h^{\prime}(x)=F(x), \quad F(x)>0, h(x)>0, \text { for } x<0
$$

$$
(-x) F(x)=\int_{x}^{0} F(x) \mathrm{d} t \leq \int_{x}^{0} F(t) \mathrm{d} t=\alpha(h(0)-h(x))<\alpha h(0)=\alpha, \quad \text { for } x<0
$$

Therefore, $0<F(x)<\frac{\alpha}{-x}$ for $x<0$, and $\lim _{x \rightarrow-\infty} F(x)=0$. The proof of Lemma 2.3 is completed.

The following results will play a very important role in this paper.
Lemma 2.4. (a comparison result) If $w \in C_{1-\alpha}([0, T])$ and satisfies the relations

$$
\left\{\begin{array}{l}
D^{\alpha} w(t)+M w(t) \geq 0, \quad t \in(0, T]  \tag{2.12}\\
\left.t^{1-\alpha} w(t)\right|_{t=0} \geq 0
\end{array}\right.
$$

where $M \in \mathbb{R}$ is a constant. Then $w(t) \geq 0, \quad t \in(0, T]$.
Proof By Lemma 2.3, we know that $E_{\alpha, \alpha}\left(-M t^{\alpha}\right)>0, t \in(0, T]$. Hence $e_{\alpha}(-M, t)>$ $0, t \in(0, T]$. Let $\left.t^{1-\alpha} w(t)\right|_{t=0}=w_{0}, \quad D^{\alpha} w(t)+M w(t)=\sigma(t), \quad t \in(0, T]$. Then $w_{0} \geq$ $0, \quad \sigma(t) \geq 0, \quad t \in(0, T]$. By the formula (1.11) of Lemma 1.1, we obtain that $w(t) \geq 0, \quad t \in$ $(0, T]$.

Remark 2.1 In this result, we delete the condition $M>-\frac{\Gamma(1+\alpha)}{T^{\alpha}}$ of the Lemma 2.1 of paper [4], so this result is an essential improvement of the paper [4].

Lemma 2.5. (a comparison result) If $w \in C_{1-\alpha}([0, T])$ and satisfies the relations

$$
\left\{\begin{array}{l}
D^{\alpha} w(t)+M w(t) \geq 0, \quad t \in(0, T]  \tag{2.13}\\
\left.t^{1-\alpha} w(t)\right|_{t=0}=\left.t^{1-\alpha} w(t)\right|_{t=T},
\end{array}\right.
$$

where $M>0$ is a constant. Then $w(t) \geq 0, \quad t \in(0, T]$.
Proof Let $\left.t^{1-\alpha} w(t)\right|_{t=0}=w_{0}, \quad D^{\alpha} w(t)+M w(t)=\sigma(t), \quad t \in(0, T]$. Then $\sigma(t) \geq 0, \quad t \in$ $(0, T]$. By the proof of Lemma 1.2, we have

$$
\begin{equation*}
w(x)=\Gamma(\alpha) w_{0} e_{\alpha}(-M, x)+\left[e_{\alpha}(-M, t) * \sigma(t)\right](x) \tag{2.14}
\end{equation*}
$$

where

$$
w_{0}=\frac{T^{1-\alpha}}{\left[1-\Gamma(\alpha) E_{\alpha, \alpha}\left(-M T^{\alpha}\right)\right]} \int_{0}^{T}(T-s)^{\alpha-1} E_{\alpha, \alpha}\left(-M(T-s)^{\alpha}\right) \sigma(s) \mathrm{d} s
$$

By Lemma 2.3, we know that $0<E_{\alpha, \alpha}\left(-M T^{\alpha}\right)<\frac{1}{\Gamma(\alpha)}$ and $E_{\alpha, \alpha}\left(-M t^{\alpha}\right)>0, t \in(0, T]$. Hence $e_{\alpha}(-M, t)>0, t \in(0, T]$ and $w_{0} \geq 0$. The (2.13) and (2.14) imply that $w(t) \geq$

$$
0, \quad t \in(0, T] .
$$

Lemma 2.6. (a comparison result) If $w \in C_{1-\alpha}^{\alpha}([0, T])$ and satisfies the relations

$$
\left\{\begin{array}{l}
\left(\mathscr{D}_{0+}^{2 \alpha} w\right)(x)+N \mathscr{D}_{0+}^{\alpha} w(x)+M w(x)=\sigma(x) \geq 0, \quad x \in(0, T]  \tag{2.15}\\
\left.x^{1-\alpha} w(x)\right|_{x=0}=w_{0}=\left.x^{1-\alpha} w(x)\right|_{x=T} \\
\left.x^{1-\alpha}\left(\mathscr{D}_{0+}^{\alpha} w\right)(x)\right|_{x=0}=w_{1}=\left.x^{1-\alpha}\left(\mathscr{D}_{0+}^{\alpha} w\right)(x)\right|_{x=T}
\end{array}\right.
$$

where $N>0, M \in \mathbb{R}, \quad N^{2}>4 M$ are constants such that

$$
\begin{equation*}
\lambda_{2}=\frac{-N-\sqrt{N^{2}-4 M}}{2}<\lambda_{1}=\frac{-N+\sqrt{N^{2}-4 M}}{2}<0 \tag{2.16}
\end{equation*}
$$

Then $w(t) \geq 0, \quad t \in(0, T]$.
Proof By means of Lemma 2.3, we know that $e_{\alpha}\left(\lambda_{1}, x\right)>0, e_{\alpha}\left(\lambda_{2}, x\right)>0, x \in(0, T]$. Therefore, $\left[e_{\alpha}\left(\lambda_{2}, t\right) * e_{\alpha}\left(\lambda_{1}, t\right)\right](x) \geq 0, \quad\left[e_{\alpha}\left(\lambda_{2}, t\right) * e_{\alpha}\left(\lambda_{1}, t\right) * \sigma(t)\right](x) \geq 0, x \in(0, T]$. Since $\lambda_{2}<\lambda_{1}<0$, by the proof of Lemmas 1.3, 2.3 and 2.5, we obtain that

$$
\begin{align*}
& \bar{y}_{0}=w_{1}-\lambda_{2} w_{0}=\frac{T^{1-\alpha}\left(e_{\alpha}\left(\lambda_{1}, t\right) * \sigma(t)\right)(T)}{1-\Gamma(\alpha) E_{\alpha, \alpha}\left(\lambda_{1} T^{\alpha}\right)} \geq 0  \tag{2.17}\\
& u_{0}=\frac{T^{1-\alpha}\left(e_{\alpha}\left(\lambda_{2}, t\right) * y(t)\right)(T)}{1-\Gamma(\alpha) E_{\alpha, \alpha}\left(\lambda_{2} T^{\alpha}\right)} \geq 0 \tag{2.18}
\end{align*}
$$

where $y(t)$ is given by (1.20). Hence, from (1.18), $w(t) \geq 0, \quad t \in(0, T]$. The proof of Lemma 2.6 is completed.

## 3. Main results

On the basis of Lemmas 1.2-1.4 and 2.3-2.6, using the method of upper and lower solutions and Schauder fixed point theorem, we shall show the existence theorem of solutions for PBVP (1.4). For convenience, we list the following conditions:
(H1): there exist constants $N>0, M \in \mathbb{R}, N^{2}>4 M$ such that

$$
\begin{equation*}
f\left(t, q, \mathscr{D}_{0+}^{\alpha} q\right)-f\left(t, p, \mathscr{D}_{0+}^{\alpha} p\right) \geq-N\left(\mathscr{D}_{0+}^{\alpha} q-\mathscr{D}_{0+}^{\alpha} p\right)-M(q-p) \tag{3.1}
\end{equation*}
$$

$p, q \in C_{1-\alpha}^{\alpha}([0, T])$ are lower and upper solutions of problem (1.4);
(H2): there exist constants $N>0, M \in \mathbb{R}, N^{2}>4 M$ such that (H1) holds, and for $x \in(0, T], \quad p(x) \leq y_{2} \leq y_{1} \leq q(x), \quad D_{1}(x) \leq z_{i} \leq D_{2}(x), i=1,2$ such that

$$
\begin{equation*}
f\left(x, y_{1}, z_{1}\right)-f\left(t, y_{2}, z_{2}\right) \geq-N\left(z_{1}-z_{2}\right)-M\left(y_{1}-y_{2}\right) \tag{3.2}
\end{equation*}
$$

where

$$
\begin{gather*}
D_{1}(x)=\left(\mathscr{D}_{0+}^{\alpha} p\right)(x)+\lambda_{2}(q(x)-p(x)), \quad D_{2}(x)=\left(\mathscr{D}_{0+}^{\alpha} q\right)(x)-\lambda_{2}(q(x)-p(x)), x \in(0, T],  \tag{3.3}\\
\lambda_{2}=\frac{-N-\sqrt{N^{2}-4 M}}{2}<\lambda_{1}=\frac{-N+\sqrt{N^{2}-4 M}}{2}<0 . \tag{3.4}
\end{gather*}
$$

In view of (3.2), the function

$$
f(t, u, v)+M u+N v
$$

is monotone nondecreasing in $u, v$ for $u, v \in C_{1-\alpha}([0, T])$.
Lemma 3.1. Let (H1) be satisfied. Then

$$
\begin{equation*}
\mathscr{D}_{0+}^{\alpha}(q-p)(x)-\lambda_{2}(q-p)(x) \geq 0, \quad x \in(0, T] . \tag{3.5}
\end{equation*}
$$

Hence,

$$
\mathscr{D}_{0+}^{\alpha}(q)(x)-\lambda_{2}(q-p)(x) \geq \mathscr{D}_{0+}^{\alpha}(p)(x) \geq \mathscr{D}_{0+}^{\alpha}(p)(x)+\lambda_{2}(q-p)(x), \quad x \in(0, T],
$$

where $\lambda_{2}<0$ is given by (3.4).
Proof Let $z(x)=\mathscr{P}_{0+}^{\alpha}(q-p)(x)-\lambda_{2}(q-p)(x), \quad x \in(0, T]$. Then

$$
\left\{\begin{array}{l}
\mathscr{D}_{0+}^{\alpha} z(x)-\lambda_{1} z(x)=\mathscr{D}_{0+}^{2 \alpha}(q-p)(x)-\left(\lambda_{1}+\lambda_{2}\right) \mathscr{D}_{0+}^{\alpha}(q-p)(x)+\lambda_{1} \lambda_{2}(q-p)(x) \\
\geq f\left(x, q, \mathscr{D}_{0+}^{\alpha} q\right)-f\left(x, p, \mathscr{D}_{0+}^{\alpha} p\right)+N \mathscr{D}_{0+}^{\alpha}(q-p)(x)+M(q-p)(x) \geq 0, \quad x \in(0, T], \\
\left.x^{1-\alpha} z(x)\right|_{x=0}=q_{1}-p_{1}-\lambda_{2}\left(q_{0}-p_{0}\right) \geq 0 .
\end{array}\right.
$$

By Lemma 2.4, we have that $z(x) \geq 0, \quad x \in(0, T]$. This complete the proof of Lemma 3.1.

Lemma 3.2. Let (H1) be satisfied. Then

$$
\begin{equation*}
\Omega=\left\{\eta \in[p, q]: \quad D_{1}(x) \leq\left(\mathscr{D}_{0+}^{\alpha} \eta\right)(x) \leq D_{2}(x), \quad x \in(0, T]\right\} . \tag{3.6}
\end{equation*}
$$

is a convex closed set, where $D_{1}(x), \quad D_{2}(x)$ are given by (3.3).
Theorem 3.1. Assume that $p, q \in C_{1-\alpha}^{\alpha}([0, T])$ are lower and upper solutions of problem (1.4), such that (1.8) holds, and $f \in C([0, T] \times \mathbb{R} \times \mathbb{R})$ satisfies (H1) and (H2). Then there exists one solution $u$ of PBVP (1.4) such that

$$
p(x) \leq u(x) \leq q(x), \quad D_{1}(x) \leq\left(\mathscr{D}_{0+}^{\alpha} u\right)(x) \leq D_{2}(x), \quad x \in(0, T],
$$

where $D_{1}(x), \quad D_{2}(x)$ are given by (3.3).
Proof of Theorem 3.1. Let

$$
\begin{equation*}
\sigma(\eta)(x)=f\left(x, \eta(x), \mathscr{D}_{0+}^{\alpha} \eta(x)\right)+N \mathscr{D}_{0+}^{\alpha} \eta(x)+M \eta(x), \quad x \in(0, T], \quad \forall \eta \in \Omega . \tag{3.7}
\end{equation*}
$$

For any $\eta \in \Omega$, consider the linear PBVP

$$
\left\{\begin{array}{l}
\left(\mathscr{D}_{0+}^{2 \alpha} u\right)(x)+N \mathscr{D}_{0+}^{\alpha} u(x)+M u(x)=\sigma(\eta)(x), \quad x \in(0, T],  \tag{3.8}\\
\left.x^{1-\alpha} u(x)\right|_{x=0}=\left.x^{1-\alpha} u(x)\right|_{x=T}, \\
\left.x^{1-\alpha}\left(\mathscr{D}_{0+}^{\alpha} u\right)(x)\right|_{x=0}=\left.x^{1-\alpha}\left(\mathscr{D}_{0+}^{\alpha} u\right)(x)\right|_{x=T} .
\end{array}\right.
$$

By Lemma 1.3, (3.8) has exactly one solution $u \in C_{1-\alpha}^{\alpha}([0, T])$ given by

$$
\begin{align*}
u(x)=(A \eta)(x) & =\Gamma(\alpha) u_{0}(\eta) e_{\alpha}\left(\lambda_{2}, x\right)+\Gamma(\alpha) \bar{y}_{0}(\eta)\left[e_{\alpha}\left(\lambda_{2}, t\right) * e_{\alpha}\left(\lambda_{1}, t\right)\right](x)  \tag{3.9}\\
& +\left[e_{\alpha}\left(\lambda_{2}, t\right) * e_{\alpha}\left(\lambda_{1}, t\right) * \sigma(\eta)(t)\right](x)
\end{align*}
$$

and

$$
\begin{align*}
\left(\mathscr{D}_{0+}^{\alpha} A \eta\right)(x)= & \Gamma(\alpha)\left(u_{0}(\eta) \lambda_{2} e_{\alpha}\left(\lambda_{2}, x\right)+\bar{y}_{0}(\eta) \frac{\left[\lambda_{1} e_{\alpha}\left(\lambda_{1}, t\right)-\lambda_{2} e_{\alpha}\left(\lambda_{2}, t\right)\right](x)}{\lambda_{1}-\lambda_{2}}\right)  \tag{3.10}\\
& +\frac{1}{\lambda_{1}-\lambda_{2}}\left[\lambda_{1} e_{\alpha}\left(\lambda_{1}, t\right) * \sigma(\eta)(t)-\lambda_{2} e_{\alpha}\left(\lambda_{2}, t\right) * \sigma(\eta)(t)\right](x)
\end{align*}
$$

where

$$
\begin{align*}
& \bar{y}_{0}(\eta)=\left(u_{1}-\lambda_{2} u_{0}\right)(\eta)=\frac{\left(e_{\alpha}\left(\lambda_{1}, t\right) * \sigma(\eta)(t)\right)(T)}{T^{\alpha-1}-\Gamma(\alpha) e_{\alpha}\left(\lambda_{1}, T\right)}  \tag{3.11}\\
& u_{0}(\eta)=\frac{\left(e_{\alpha}\left(\lambda_{2}, t\right) * y(\eta)(t)\right)(T)}{T^{\alpha-1}-\Gamma(\alpha) e_{\alpha}\left(\lambda_{2}, T\right)}  \tag{3.12}\\
& y(\eta)(x)=\Gamma(\alpha) \bar{y}_{0} e_{\alpha}\left(\lambda_{1}, x\right)+\left[e_{\alpha}\left(\lambda_{1}, t\right) * \sigma(\eta)(t)\right](x), \quad x \in(0, T] \tag{3.13}
\end{align*}
$$

And then $A$ is an operator from $\Omega$ into $C_{1-\alpha}^{\alpha}([0, T])$ and $\eta$ is a solution of $\operatorname{PBVP}(1.4)$ if and only if $\eta=A \eta$.

Let $w(x)=(A p-p)(x), \quad x \in(0, T]$. Then by (1.6), $w(x)$ satisfies the relations

$$
\left\{\begin{array}{l}
\left(\mathscr{D}_{0+}^{2 \alpha} w\right)(x)+N \mathscr{D}_{0+}^{\alpha} w(x)+M w(x)=\left(\mathscr{D}_{0+}^{2 \alpha} A p\right)(x)+N \mathscr{D}_{0+}^{\alpha} A p(x)+M A p(x) \\
-\left[\left(\mathscr{D}_{0+}^{2 \alpha} p\right)(x)+N \mathscr{D}_{0+}^{\alpha} p(x)+M p(x)\right] \\
=f\left(t, p, \mathscr{D}_{0+}^{\alpha} p\right)(x)-\left(\mathscr{D}_{0+}^{2 \alpha} p\right)(x) \geq 0, \quad x \in(0, T] \\
\left.x^{1-\alpha} w(x)\right|_{x=0}=\left.x^{1-\alpha} w(x)\right|_{x=T},\left.\quad x^{1-\alpha}\left(\mathscr{D}_{0+}^{\alpha} w\right)(x)\right|_{x=0}=\left.x^{1-\alpha}\left(\mathscr{D}_{0+}^{\alpha} w\right)(x)\right|_{x=T} .
\end{array}\right.
$$

By means of Lemma 2.6, we obtain that $w(x) \geq 0, \quad x \in(0, T]$. Hence, $p(x) \leq(A p)(x), \quad x \in$ $(0, T]$. Similarly, by (1.7) we can easily obtain that $(A q)(x) \leq q(x), \quad x \in(0, T]$.

By (3.2), we have

$$
\left\{\begin{array}{l}
f\left(x, p, \mathscr{D}_{0+}^{\alpha} p\right)+N\left(\mathscr{D}_{0+}^{\alpha} p\right)(x)+M p(x) \leq f\left(x, \eta, \mathscr{D}_{0+}^{\alpha} \eta\right)+N\left(\mathscr{D}_{0+}^{\alpha} \eta\right)(x)+M \eta(x) \\
\leq f\left(x, q, \mathscr{D}_{0+}^{\alpha} q\right)+N\left(\mathscr{D}_{0+}^{\alpha} q\right)(x)+M q(x), \quad x \in(0, T], \quad \forall \eta \in \Omega .
\end{array}\right.
$$

Hence, by means of Lemma 2.6, (1.6), (1.7), (3.2), (3.9) and (3.10), we can obtain

$$
\begin{equation*}
p \leq A p \leq A \eta \leq A q \leq q, \quad \forall \eta \in \Omega \tag{3.14}
\end{equation*}
$$

and

$$
\left\{\begin{array}{l}
\text { if } \quad p \leq \eta_{1} \leq \eta_{2} \leq q, \quad \eta_{i} \in \Omega, \quad i=1,2, \quad \text { then }  \tag{3.15}\\
\sigma\left(\eta_{1}\right) \leq \sigma\left(\eta_{2}\right), \quad u_{0}\left(\eta_{1}\right) \leq u_{0}\left(\eta_{2}\right), \quad \bar{y}_{0}\left(\eta_{1}\right) \leq \bar{y}_{0}\left(\eta_{2}\right), \\
\text { and } A \eta_{1} \leq A \eta_{2}
\end{array}\right.
$$

By the proof of Lemma 3.1, we know that

$$
z_{1}(x)=\mathscr{D}_{0+}^{\alpha}(A \eta-p)(x)-\lambda_{2}(A \eta-p)(x) \geq 0, \quad x \in(0, T], \quad \forall \eta \in \Omega .
$$

Hence,

$$
\begin{aligned}
\mathscr{D}_{0+}^{\alpha}(A \eta)(x) & \geq \mathscr{D}_{0+}^{\alpha}(p)(x)+\lambda_{2}(A \eta-p)(x) \\
& \geq \mathscr{D}_{0+}^{\alpha}(p)(x)+\lambda_{2}(q-p)(x)=D_{1}(x), x \in(0, T], \quad \forall \eta \in \Omega .
\end{aligned}
$$

Similarly, we can obtain that $\mathscr{D}_{0+}^{\alpha}(A \eta)(x) \leq D_{2}(x), x \in(0, T], \forall \eta \in \Omega$. Therefore, $A(\Omega) \subset \Omega$.
In the following, we shall show that $A(\Omega)$ is a relatively compact set in $C_{1-\alpha}^{\alpha}[0, T]$. For any $\eta \in[p, q]$, by (1.6), (1.7) and (3.2), we have

$$
\left\{\begin{array}{l}
\left(\mathscr{D}_{0+}^{2 \alpha} p\right)(x)+N\left(\mathscr{D}_{0+}^{\alpha} p\right)(x)+M p(x) \leq f\left(x, p, \mathscr{D}_{0+}^{\alpha} p\right)+N\left(\mathscr{D}_{0+}^{\alpha} p\right)(x)+M p(x) \\
\leq f\left(x, \eta, \mathscr{D}_{0+}^{\alpha} \eta\right)+N\left(\mathscr{D}_{0+}^{\alpha} \eta\right)(x)+M \eta(x) \leq f\left(x, q, \mathscr{D}_{0+}^{\alpha} q\right)+N\left(\mathscr{D}_{0+}^{\alpha} q\right)(x)+M q(x) \\
\leq\left(\mathscr{D}_{0+}^{2 \alpha} q\right)(x)+N\left(\mathscr{D}_{0+}^{\alpha} q\right)(x)+M q(x), \quad x \in(0, T]
\end{array}\right.
$$

Since $\Omega \subset C_{1-\alpha}^{\alpha}[0, T]$ are bounded sets, therefore, $\left\{\sigma(\eta)(t)=f\left(x, \eta, \mathscr{D}_{0+}^{\alpha} \eta\right)+N\left(\mathscr{D}_{0+}^{\alpha} \eta\right)(x)+\right.$ $M \eta(x) \mid \eta \in \Omega\}$ is a bounded set also. Hence, there exists a constant $L>0$ such that

$$
\begin{align*}
& \left\{\begin{array}{l}
\|\sigma(\eta)\|=\max _{0 \leq t \leq T}\left|t^{1-\alpha} \sigma(\eta)(t)\right| \leq L, \quad \forall \eta \in \Omega \\
\Longleftrightarrow|\sigma(\eta)(t)| \leq L t^{\alpha-1}, \quad \forall t \in(0, T], \forall \eta \in \Omega
\end{array}\right.  \tag{3.16}\\
& \left\{\begin{array}{l}
\left|u_{0}(\eta)\right| \leq \frac{\left(\left|\bar{y}_{0}\right|+\frac{L T^{\alpha} \Gamma(\alpha)}{\Gamma(2 \alpha)}\right) T^{\alpha} \Gamma(\alpha)}{\Gamma(2 \alpha)\left[1-\Gamma(\alpha) E_{\alpha, \alpha}\left(\lambda_{2} T^{\alpha}\right)\right]}, \quad \forall \eta \in \Omega \\
\left|\bar{y}_{0}(\eta)\right| \leq \frac{L T^{\alpha} \Gamma(\alpha)}{\Gamma(2 \alpha)\left[1-\Gamma(\alpha) E_{\alpha, \alpha}\left(\lambda_{1} T^{\alpha}\right)\right]}, \quad \forall \eta \in \Omega
\end{array}\right. \tag{3.17}
\end{align*}
$$

On the other hand, from (1.27), $\{(A \eta)(t) \mid \forall \eta \in \Omega\}$ satisfies (3.9) and (3.10). Let

$$
\begin{equation*}
G\left(\lambda_{i}, t\right)=t^{1-\alpha}\left[e_{\alpha}\left(\lambda_{i}, t\right) * \sigma(\eta)(t)\right], \quad t \in[0, T], \quad i=1,2 \tag{3.18}
\end{equation*}
$$

(Without loss of generality, we assume $0 \leq t_{1}<t_{2} \leq T$. ) Since $\lambda_{2}<\lambda_{1}<0$, we have

$$
\begin{equation*}
\left|G\left(\lambda_{i}, t_{1}\right)-G\left(\lambda_{i}, t_{2}\right)\right| \leq \frac{L \Gamma(\alpha)}{\left|\lambda_{1}\right|}\left|E_{\alpha, \alpha}\left(\lambda_{i} t_{1}^{\alpha}\right)-E_{\alpha, \alpha}\left(\lambda_{i} t_{2}^{\alpha}\right)\right|+\frac{2 L \Gamma(\alpha)}{\Gamma(2 \alpha)}\left(t_{2}-t_{1}\right)^{\alpha}, \quad i=1,2 \tag{3.19}
\end{equation*}
$$

From $E_{\alpha, \alpha}(t) \in C[0, T], \forall \varepsilon>0, \exists \delta=\delta(\varepsilon)$, when $\left|t_{1}-t_{2}\right|<\delta$ (without loss of generality, we assume $0 \leq t_{1}<t_{2} \leq T$ ), we have

$$
\begin{align*}
& \left|E_{\alpha, \alpha}\left(\lambda_{1} t_{1}^{\alpha}\right)-E_{\alpha, \alpha}\left(\lambda_{1} t_{2}^{\alpha}\right)\right|<\frac{\varepsilon}{8 L_{1}}  \tag{3.20}\\
& \left|E_{\alpha, \alpha}\left(\lambda_{2} t_{1}^{\alpha}\right)-E_{\alpha, \alpha}\left(\lambda_{2} t_{2}^{\alpha}\right)\right|<\frac{\varepsilon}{8 L_{2}}  \tag{3.21}\\
& \left(t_{2}-t_{1}\right)^{\alpha}<\frac{\varepsilon}{8 L_{3}} \tag{3.22}
\end{align*}
$$

where

$$
\begin{aligned}
& L_{1}=\max \left\{\frac{\left|\Gamma(\alpha) \bar{y}_{0}(\eta) \lambda_{1}\right|}{\left|\lambda_{1}-\lambda_{2}\right|}, \frac{L \Gamma(\alpha)}{\left|\lambda_{1}-\lambda_{2}\right|}\right\} \\
& L_{2}=\max \left\{\left|\Gamma(\alpha) u_{0}(\eta) \lambda_{2}\right|, \frac{\left|\Gamma(\alpha) \bar{y}_{0}(\eta) \lambda_{1}\right|}{\left|\lambda_{1}-\lambda_{2}\right|}, \frac{L \Gamma(\alpha)}{\left|\lambda_{1}-\lambda_{2}\right|}\right\} \\
& L_{3}=\frac{2 L \Gamma(\alpha)}{\Gamma(2 \alpha)\left|\lambda_{1}-\lambda_{2}\right|}\left(\left|\lambda_{2}\right|+\left|\lambda_{1}\right|\right)
\end{aligned}
$$

From (3.10), (3.16)-(3.22) and by a direct computation, we obtain that

$$
\begin{aligned}
& \left|t_{1}^{1-\alpha} \mathscr{D}_{0+}^{\alpha}(A \eta)\left(t_{1}\right)-t_{2}^{1-\alpha} \mathscr{D}_{0+}^{\alpha}(A \eta)\left(t_{2}\right)\right| \leq\left|\Gamma(\alpha) u_{0}(\eta) \lambda_{2}\right|\left|E_{\alpha, \alpha}\left(\lambda_{2} t_{1}^{\alpha}\right)-E_{\alpha, \alpha}\left(\lambda_{2} t_{2}^{\alpha}\right)\right| \\
& \quad+\frac{\left|\Gamma(\alpha) \bar{y}_{0}(\eta)\right|}{\left|\lambda_{1}-\lambda_{2}\right|}\left[\left|\lambda_{1}\right|\left|E_{\alpha, \alpha}\left(\lambda_{1} t_{1}^{\alpha}\right)-E_{\alpha, \alpha}\left(\lambda_{1} t_{2}^{\alpha}\right)\right|+\left|\lambda_{2}\right|\left|E_{\alpha, \alpha}\left(\lambda_{2} t_{1}^{\alpha}\right)-E_{\alpha, \alpha}\left(\lambda_{2} t_{2}^{\alpha}\right)\right|\right] \\
& \quad+\frac{L \Gamma(\alpha)}{\left|\lambda_{1}-\lambda_{2}\right|}\left[\left|E_{\alpha, \alpha}\left(\lambda_{1} t_{1}^{\alpha}\right)-E_{\alpha, \alpha}\left(\lambda_{1} t_{2}^{\alpha}\right)\right|+\left|E_{\alpha, \alpha}\left(\lambda_{2} t_{1}^{\alpha}\right)-E_{\alpha, \alpha}\left(\lambda_{2} t_{2}^{\alpha}\right)\right|\right] \\
& \quad+\frac{2 L \Gamma(\alpha)}{\Gamma(2 \alpha)\left|\lambda_{1}-\lambda_{2}\right|}\left(\left|\lambda_{2}\right|+\left|\lambda_{1}\right|\right)\left(t_{2}-t_{1}\right)^{\alpha}<\varepsilon .
\end{aligned}
$$

This means $A(\Omega)$ is equi-continuity in $C_{1-\alpha}^{\alpha}[0, T]$, by means of the Arzela-Ascoli theorem, we have that $A(\Omega)$ is a relatively compact set of $C_{1-\alpha}^{\alpha}[0, T]$.

By the assumption of function $f$, the function $\sigma$ is continuous. Hence $A: \Omega \longrightarrow \Omega$ is continuous and completely continuous. By means of Schauder fixed point theorem, $A$ has a fixed point $\rho \in \Omega$, that is, $\rho$ satisfies the integral equation

$$
\begin{align*}
\rho(x)=(A \rho)(x)= & \Gamma(\alpha) u_{0}(\rho) e_{\alpha}\left(\lambda_{2}, x\right)+\Gamma(\alpha)\left(u_{1}-\lambda_{2} u_{0}\right)(\rho)\left[e_{\alpha}\left(\lambda_{2}, t\right) * e_{\alpha}\left(\lambda_{1}, t\right)\right](x) \\
& +\left[e_{\alpha}\left(\lambda_{2}, t\right) * e_{\alpha}\left(\lambda_{1}, t\right) * \sigma(\rho)(t)\right](x), \quad x \in(0, T] . \tag{3.23}
\end{align*}
$$

That is, $\rho(x)$ is an integral representation of the solution to problem (3.8), that is, $\rho(t)$ is an integral representation of the solution to problem (1.4). By assumptions of functions $f$ and Lemma 1.3, $\rho$ is a classical solution of periodic boundary value problem (1.4). Thus, we complete this proof.

Example Consider the following PBVP

$$
\left\{\begin{array}{l}
\left(\mathscr{D}_{0+}^{2 \alpha} u\right)(x)=9 x^{2(\alpha-1)}(1-x / T)^{1 / 4}-\frac{1}{8} u^{2}+u^{\delta_{1}}\left(\mathscr{D}_{0+}^{\alpha} u\right)^{\delta_{2}}, \quad x \in(0, T],  \tag{3.24}\\
\left.x^{1-\alpha} u(x)\right|_{x=0}=\left.x^{1-\alpha} u(x)\right|_{x=T},\left.\quad x^{1-\alpha}\left(\mathscr{D}_{0+}^{\alpha} u\right)(x)\right|_{x=0}=\left.x^{1-\alpha}\left(\mathscr{D}_{0+}^{\alpha} u\right)(x)\right|_{x=T},
\end{array}\right.
$$

where $0<\alpha<1,0<\delta_{1}, 0<\delta_{2}$. Then PBVP (3.24) has a solution $u$ such that $0 \leq u(x) \leq$ $q(x), \quad x \in(0, T]$, where

$$
p(x)=0, \quad q(x)=9 x^{\alpha-1}, \quad x \in(0, T],
$$

$p$ is a lower solution and $q$ an upper solution. The proof is omitted.
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