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#### Abstract

This paper deals with the blow-up of the solution for a system of evolution $p$ Laplacian equations $u_{i t}=\operatorname{div}\left(\left|\nabla u_{i}\right|^{p-2} \nabla u_{i}\right)(i=1,2, \ldots, k)$ with nonlinear boundary flux. Under certain conditions on the nonlinearities and data, it is shown that blow-up will occur at some finite time. Moreover, when blow-up does occur, we obtain the upper and lower bounds for the blow-up time. This paper generalizes the previous results.
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## 1 Introduction

In this paper, we investigate the following parabolic equations

$$
\begin{equation*}
u_{i t}=\operatorname{div}\left(\left|\nabla u_{i}\right|^{p-2} \nabla u_{i}\right), \quad(i=1,2, \ldots, k),(x, t) \in \Omega \times\left(0, t^{*}\right), \tag{1.1}
\end{equation*}
$$

coupled via nonlinear boundary flux

$$
\begin{equation*}
\left|\nabla u_{i}\right|^{p-2} \frac{\partial u_{i}}{\partial v}=f_{i}\left(u_{1}, u_{2}, \ldots, u_{k}\right), \quad(i=1,2, \ldots, k),(x, t) \in \partial \Omega \times\left(0, t^{*}\right) \tag{1.2}
\end{equation*}
$$

with initial data

$$
\begin{equation*}
u_{i}(x, 0)=u_{i 0}(x) \geq 0, \quad(i=1,2, \ldots, k), x \in \Omega \tag{1.3}
\end{equation*}
$$

where $p \geq 2, \frac{\partial u}{\partial v}$ is the outward normal derivative of $u$ on the boundary $\partial \Omega$ assumed sufficiently smooth, $\Omega$ is a bounded star-shaped region in $\mathbb{R}^{N}(N \geq 2)$ and $t^{*}$ is the blow-up time if blow-up occurs, or else $t^{*}=\infty$. Moreover the non-negative initial functions $u_{i 0}(x), i=$ $1,2, \ldots, k$ satisfy the compatibility conditions and $f_{i}\left(u_{1}, u_{2}, \ldots, u_{k}\right): \mathbb{R}^{k} \rightarrow \mathbb{R}, i=1,2, \ldots, k$ are given functions to be specified later. It is well known that the functions $f_{i}\left(u_{1}, u_{2}, \ldots, u_{k}\right), i=$ $1,2, \ldots, k$ may greatly affect the behavior of the solution $\left(u_{1}, u_{2}, \ldots, u_{k}\right)$ with the development of time.

[^0]The blow-up phenomena in nonlinear parabolic equations have been extensively investigated by many authors in the last decades (see $[1-5,8,16,24,26]$ and the references therein). Nowadays, many methods are known and used in the study of various questions regarding the blow-up phenomena (such as blow-up criterion, blow-up rate and blow-up set, etc.) in nonlinear parabolic problems. In applications, due to the explosive nature of the solutions, it is more important to determine the lower bounds for the blow-up time. Therefore, there exist many interesting results about blow-up time in various problems, such as $[11,12,14,17]$ in parabolic problems, $[13,15,22,27]$ in chemotaxis systems, [23] even in fourth order wave equations, and so on.

In [20], Payne et al. considered the following semilinear heat equation with nonlinear boundary condition

$$
\begin{cases}u_{t}=\Delta u-f(u), & (x, t) \in \Omega \times\left(0, t^{*}\right)  \tag{1.4}\\ \frac{\partial u}{\partial v}=g(u), & (x, t) \in \partial \Omega \times\left(0, t^{*}\right), \\ u(x, 0)=u_{0}(x), & x \in \Omega\end{cases}
$$

and established sufficient conditions on the nonlinearities to guarantee that the solution $u(x, t)$ exists for all time $t>0$ or blows up in finite time $t^{*}$. Moreover, an upper bound for $t^{*}$ was derived. Under more restrictive conditions, a lower bound for $t^{*}$ was also obtained.

Moreover, Payne et al. [21] also studied the following initial-boundary problem

$$
\begin{cases}u_{t}=\nabla\left(|\nabla u|^{2 p} \nabla u\right), & (x, t) \in \Omega \times\left(0, t^{*}\right),  \tag{1.5}\\ |\nabla u|^{2 p} \frac{\partial u}{\partial v}=f(u), & (x, t) \in \partial \Omega \times\left(0, t^{*}\right), \\ u(x, 0)=u_{0}(x), & x \in \Omega\end{cases}
$$

and obtained upper and lower bounds for the blow-up time under some conditions when blow-up does occur at some finite time.

Recently, for the special case $k=2$ in (1.1), Liang [7] investigated the following system with nonlinear boundary flux

$$
\begin{cases}u_{t}=\nabla\left(|\nabla u|^{p-2} \nabla u\right), v_{t}=\nabla\left(|\nabla v|^{p-2} \nabla v\right), & (x, t) \in \Omega \times\left(0, t^{*}\right),  \tag{1.6}\\ |\nabla u|^{p-2} \frac{\partial u}{\partial v}=f_{1}(u, v),|\nabla v|^{p-2} \frac{\partial v}{\partial v}=f_{2}(u, v), & (x, t) \in \partial \Omega \times\left(0, t^{*}\right), \\ u(x, 0)=u_{0}(x), v(x, 0)=v_{0}(x), & x \in \Omega,\end{cases}
$$

and showed that under certain conditions on the nonlinearities and the data, blow-up will occur at some finite time and when blow-up does occur, upper and lower bounds for the blow-up time are obtained.

On the other hand, many authors have studied upper and lower bounds for the blow-up time to nonlinear parabolic equations with local or nonlocal sources (see [6,9,10,18,19,25] and the references therein).

Motivated by the above works, we investigate the blow-up condition of the solution and derive upper and lower bounds for the blow-up time $t^{*}$. Throughout this paper, we take the functions $f_{i}\left(u_{1}, u_{2}, \ldots, u_{k}\right), i=1,2, \ldots, k$ satisfying

$$
\begin{equation*}
f_{i}\left(u_{1}, u_{2}, \ldots, u_{k}\right)=a\left|\sum_{j=1}^{k} u_{i}\right|^{r-1}\left(\sum_{j=1}^{k} u_{i}\right)+b\left|u_{i}\right|^{\frac{r+1}{k}-2} u_{i}\left|u_{1} u_{2} \cdots u_{i-1} u_{i+1} \cdots u_{k}\right|^{\frac{r+1}{k}} \tag{1.7}
\end{equation*}
$$

where $a, b$ are positive constants and $r$ satisfies

$$
\begin{cases}r>1, & \text { if } N=1,2,  \tag{1.8}\\ 1<r \leq \frac{N+2}{N-2}, & \text { if } N \geq 3 .\end{cases}
$$

Moreover it is easy to see that

$$
\begin{equation*}
\sum_{i=1}^{k} u_{i} f_{i}\left(u_{1}, u_{2}, \ldots, u_{k}\right)=(r+1) F\left(u_{1}, u_{2}, \ldots, u_{k}\right) \tag{1.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial F\left(u_{1}, u_{2}, \ldots, u_{k}\right)}{\partial u_{i}}=f_{i}\left(u_{1}, u_{2}, \ldots, u_{k}\right), \quad i=1,2, \ldots, k \tag{1.10}
\end{equation*}
$$

where

$$
\begin{equation*}
F\left(u_{1}, u_{2}, \ldots, u_{k}\right)=\frac{1}{r+1}\left[a\left|\sum_{i=1}^{k} u_{i}\right|^{r+1}+k b\left|\prod_{i=1}^{k} u_{i}\right|^{\frac{r+1}{k}}\right] \tag{1.11}
\end{equation*}
$$

Our main results of this paper are stated as follows.
Theorem 1.1. Let $p \leq r+1$. Assume that $\left(u_{1}, u_{2}, \ldots, u_{k}\right)$ is the nonnegative solution of problem (1.1)-(1.3). Moreover, suppose that $\Psi(0)>0$ with

$$
\begin{equation*}
\Psi(t)=p \int_{\partial \Omega} F\left(u_{1}, u_{2}, \ldots, u_{k}\right) d s-\sum_{i=1}^{k} \int_{\Omega}\left|\nabla u_{i}\right|^{p} d x \tag{1.12}
\end{equation*}
$$

where the function $F\left(u_{1}, u_{2}, \ldots, u_{k}\right)$ is defined by (1.11). Then for $p>2$, the solution $\left(u_{1}, u_{2}, \ldots, u_{k}\right)$ of problem (1.1)-(1.3) blows up in finite time $t^{*}<T$ with

$$
\begin{equation*}
T=\frac{\Phi(0)}{(p-2) \Psi(0)} \tag{1.13}
\end{equation*}
$$

where

$$
\begin{equation*}
\Phi(t)=\sum_{i=1}^{k} \int_{\Omega} u_{i}^{2} d x \tag{1.14}
\end{equation*}
$$

When $p=2$, we have $T=\infty$.
Theorem 1.2. Assume that $\left(u_{1}, u_{2}, \ldots, u_{k}\right)$ is the nonnegative solution of problem (1.1)-(1.3) in a bounded star-shaped domain $\Omega \subset \mathbb{R}^{3}$ assumed to be convex in two orthogonal directions. If the solution $\left(u_{1}, u_{2}, \ldots, u_{k}\right)$ does blow up in finite time $t^{*}$, then the blow-up time $t^{*}$ is bounded from below by

$$
\begin{equation*}
t^{*} \geq \int_{\Theta(0)}^{\infty} \frac{1}{\sum_{i=1}^{4} l_{i} \xi^{\alpha_{i}}} d \xi \tag{1.15}
\end{equation*}
$$

where

$$
\begin{equation*}
\Theta(t)=\sum_{i=1}^{k} \int_{\Omega} u_{i}^{m(r-1)} d x \quad \text { with } m \geq \max \left\{4, \frac{2}{r-1}\right\} \tag{1.16}
\end{equation*}
$$

and $l_{i}, \alpha_{i}(i=1,2,3,4)$ are computable positive constants.
This paper is organized as follows. In Section 2, we obtain the blow-up condition of the solution and derive an upper bound estimate for the blow-up time $t^{*}$. Moreover, we also give the lower bound for the blow-up time $t^{*}$ under appropriate assumptions on the data of problem (1.1)-(1.3), and prove Theorem 1.2 in Section 3.

## 2 Proof of Theorem 1.1

In this section, we obtain the blow-up condition of the solution and derive an upper bound estimate for the blow-up time $t^{*}$, and prove Theorem 1.1.

Proof of Theorem 1.1. Using the Green formula and the hypotheses stated in Theorem 1.1, we have

$$
\begin{align*}
\Phi^{\prime}(t) & =2 \sum_{i=1}^{k} \int_{\Omega} u_{i} u_{i t} d x \\
& =2 \sum_{i=1}^{k} \int_{\Omega} u_{i} \operatorname{div}\left(\left|\nabla u_{i}\right|^{p-2} \nabla u_{i}\right) d x \\
& =2 \sum_{i=1}^{k} \int_{\partial \Omega} u_{i}\left|\nabla u_{i}\right|^{p-2} \frac{\partial u_{i}}{\partial v} d s-2 \sum_{i=1}^{k} \int_{\Omega}\left|\nabla u_{i}\right|^{p} d x \\
& =2 \sum_{i=1}^{k} \int_{\partial \Omega} u_{i} f_{i}\left(u_{1}, u_{2}, \ldots, u_{k}\right) d s-2 \sum_{i=1}^{k} \int_{\Omega}\left|\nabla u_{i}\right|^{p} d x  \tag{2.1}\\
& =2(r+1) \int_{\partial \Omega} F\left(u_{1}, u_{2}, \ldots, u_{k}\right) d s-2 \sum_{i=1}^{k} \int_{\Omega}\left|\nabla u_{i}\right|^{p} d x \\
& \geq 2\left[p \int_{\partial \Omega} F\left(u_{1}, u_{2}, \ldots, u_{k}\right) d s-\sum_{i=1}^{k} \int_{\Omega}\left|\nabla u_{i}\right|^{p} d x\right] \\
& =2 \Psi(t)
\end{align*}
$$

and

$$
\begin{align*}
\Psi^{\prime}(t)= & p \sum_{i=1}^{k} \int_{\partial \Omega} f_{i}\left(u_{1}, u_{2}, \ldots, u_{k}\right) u_{i t} d s-p \sum_{i=1}^{k} \int_{\Omega}\left|\nabla u_{i}\right|^{p-2} \nabla u_{i} \nabla u_{i t} d x \\
= & p \sum_{i=1}^{k} \int_{\partial \Omega} f_{i}\left(u_{1}, u_{2}, \ldots, u_{k}\right) u_{i t} d s-p \sum_{i=1}^{k} \int_{\partial \Omega}\left|\nabla u_{i}\right|^{p-2} \frac{\partial u_{i}}{\partial \nu} u_{i t} d s \\
& +p \sum_{i=1}^{k} \int_{\Omega} \operatorname{div}\left(\left|\nabla u_{i}\right|^{p-2} \nabla u_{i}\right) u_{i t} d x  \tag{2.2}\\
= & p \sum_{i=1}^{k} \int_{\Omega}\left(u_{i t}\right)^{2} d x \geq 0 .
\end{align*}
$$

It follows from $\Psi(0)>0$ and (2.2) that $\Psi(t)$ is positive for all $t>0$. By using Hölder's inequality and Cauchy's inequality, we deduce from (2.2) that

$$
\begin{align*}
\left(\sum_{i=1}^{k} \int_{\Omega} u_{i} u_{i t} d x\right)^{2} & \leq\left(\sum_{i=1}^{k}\left(\int_{\Omega} u_{i}^{2} d x\right)^{\frac{1}{2}}\left(\int_{\Omega} u_{i t}^{2} d x\right)^{\frac{1}{2}}\right)^{2} \\
& \leq\left(\sum_{i=1}^{k} \int_{\Omega} u_{i}^{2} d x\right)\left(\sum_{i=1}^{k} \int_{\Omega} u_{i t}^{2} d x\right)  \tag{2.3}\\
& =\frac{1}{p} \Phi(t) \Psi^{\prime}(t)
\end{align*}
$$

Therefore, it follows from (2.1)-(2.3) that

$$
\begin{equation*}
\Phi^{\prime}(t) \Psi(t) \leq \frac{1}{2}\left(\Phi^{\prime}(t)\right)^{2}=2\left(\sum_{i=1}^{k} \int_{\Omega} u_{i} u_{i t} d x\right)^{2} \leq \frac{2}{p} \Phi(t) \Psi^{\prime}(t), \tag{2.4}
\end{equation*}
$$

that is,

$$
\begin{equation*}
\left(\Psi(t) \Phi^{-\frac{p}{2}}(t)\right)^{\prime} \geq 0 \tag{2.5}
\end{equation*}
$$

Integrating (2.5) over $(0, t)$, we obtain

$$
\begin{equation*}
\Psi(t) \Phi^{-\frac{p}{2}}(t) \geq \Psi(0) \Phi^{-\frac{p}{2}}(0)=: M \tag{2.6}
\end{equation*}
$$

Combining (2.1) with (2.6), we derive

$$
\begin{equation*}
\Phi^{\prime}(t) \Phi^{-\frac{p}{2}}(t) \geq 2 M \tag{2.7}
\end{equation*}
$$

If $p>2$, then (2.7) can be written as

$$
\begin{equation*}
\left(\Phi^{1-\frac{p}{2}}\right)^{\prime}(t) \leq 2 M\left(1-\frac{p}{2}\right) \tag{2.8}
\end{equation*}
$$

Integrating (2.8) over $(0, t)$ again, we have

$$
\begin{equation*}
\Phi(t) \geq\left[\Phi^{1-\frac{p}{2}}(0)-M(p-2) t\right]^{-\frac{2}{p-2}} \tag{2.9}
\end{equation*}
$$

which implies $\Phi(t) \rightarrow+\infty$ as $t \rightarrow T=\frac{\Phi^{1-\frac{p}{2}}(0)}{M(p-2)}=\frac{\Phi(0)}{(p-2) \Psi(0)}$. Therefore, for $p>2$, we derive

$$
\begin{equation*}
t^{*} \leq T=\frac{\Phi(0)}{(p-2) \Psi(0)} \tag{2.10}
\end{equation*}
$$

If $p=2$, then we infer from (2.7) that

$$
\begin{equation*}
\Phi(t) \geq \Phi(0) e^{2 M t} \tag{2.11}
\end{equation*}
$$

which implies $t^{*}=\infty$. The proof of Theorem 1.1 is complete.

## 3 Proof of Theorem 1.2

In this section, under the assumption that $\Omega \subset \mathbb{R}^{3}$ is a convex bounded star-shaped domain in two orthogonal directions, we establish a lower bound for the blow-up time $t^{*}$. To do this, we need the following lemmas.

Lemma 3.1 (see [21, Lemma A.1]). Let $\Omega$ be a bounded star-shaped domain in $\mathbb{R}^{N}, N \geq 2$. Then for any non-negative $C^{1}$-function $u$ and $\gamma>0$, we have

$$
\begin{equation*}
\int_{\partial \Omega} u^{\gamma} d s \leq \frac{N}{\rho_{0}} \int_{\Omega} u^{\gamma} d x+\frac{\gamma d}{\rho_{0}} \int_{\Omega} u^{\gamma-1}|\nabla u| d x \tag{3.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\rho_{0}=\min _{x \in \partial \Omega}(x \cdot v)>0 \quad \text { and } \quad d=\max _{x \in \bar{\Omega}}|x| . \tag{3.2}
\end{equation*}
$$

Lemma 3.2 (see [21, Lemma A.2]). Let $\Omega$ be a bounded domain in $\mathbb{R}^{3}$ assumed to be star-shaped and convex in two orthogonal directions. Then for any non-negative $C^{1}$-function $u$ and $n \geq 1$, we have

$$
\begin{equation*}
\int_{\Omega} u^{\frac{3 n}{2}} d x \leq\left[\frac{3}{2 \rho_{0}} \int_{\Omega} u^{n} d x+\frac{n}{2}\left(1+\frac{d}{\rho_{0}}\right) \int_{\Omega} u^{n-1}|\nabla u| d x\right]^{\frac{3}{2}} \tag{3.3}
\end{equation*}
$$

where $\rho_{0}$ and $d$ are defined in Lemma 3.1.

Proof of Theorem 1.2. Differentiating $\Theta(t)$ in (1.16), we obtain

$$
\begin{align*}
\Theta^{\prime}(t)= & m(r-1) \sum_{i=1}^{k} \int_{\Omega} u_{i}^{m(r-1)-1} u_{i t} d x \\
= & m(r-1) \sum_{i=1}^{k} \int_{\Omega} u_{i}^{m(r-1)-1} \operatorname{div}\left(\left|\nabla u_{i}\right|^{p-2} \nabla u_{i}\right) d x \\
= & m(r-1) \sum_{i=1}^{k} \int_{\partial \Omega} u_{i}^{m(r-1)-1} f_{i}\left(u_{1}, u_{2}, \ldots, u_{k}\right) d s  \tag{3.4}\\
& -m(r-1)[m(r-1)-1] \sum_{i=1}^{k} \int_{\Omega} u_{i}^{m(r-1)-2}\left|\nabla u_{i}\right|^{p} d x .
\end{align*}
$$

By the definition of the functions $f_{i}, i=1,2, \ldots, k$ and Lemma 3.1, we have

$$
\begin{align*}
& \sum_{i=1}^{k} \int_{\partial \Omega} u_{i}^{m(r-1)-1} f_{i}\left(u_{1}, u_{2}, \ldots, u_{k}\right) d s \\
& \quad \leq C \sum_{i=1}^{k} \int_{\partial \Omega} u_{i}^{(m+1)(r-1)} d s  \tag{3.5}\\
& \quad \leq \frac{3 C}{\rho_{0}} \sum_{i=1}^{k} \int_{\Omega} u_{i}^{(m+1)(r-1)} d x+\frac{C(m+1)(r-1) d}{\rho_{0}} \sum_{i=1}^{k} \int_{\Omega} u_{i}^{(m+1)(r-1)-1}\left|\nabla u_{i}\right| d x,
\end{align*}
$$

where $C$ is a positive constant. Combining (3.4) with (3.5), we derive

$$
\begin{align*}
\Theta^{\prime}(t) \leq & \frac{3 m(r-1) C}{\rho_{0}} I_{1}(t)+\frac{C m(m+1)(r-1)^{2} d}{\rho_{0}} I_{2}(t)  \tag{3.6}\\
& -m(r-1)[m(r-1)-1] I_{3}(t),
\end{align*}
$$

where

$$
\begin{align*}
& I_{1}(t)=\sum_{i=1}^{k} \int_{\Omega} u_{i}^{(m+1)(r-1)} d x=\sum_{i=1}^{k} I_{1 i}(t),  \tag{3.7}\\
& I_{2}(t)=\sum_{i=1}^{k} \int_{\Omega} u_{i}^{(m+1)(r-1)-1}\left|\nabla u_{i}\right| d x=\sum_{i=1}^{k} I_{2 i}(t), \tag{3.8}
\end{align*}
$$

and

$$
\begin{equation*}
I_{3}(t)=\sum_{i=1}^{k} \int_{\Omega} u_{i}^{m(r-1)-2}\left|\nabla u_{i}\right|^{p} d x=\sum_{i=1}^{k} I_{3 i}(t) \tag{3.9}
\end{equation*}
$$

By Lemma 3.2 and Hölder's inequality, we obtain

$$
\begin{align*}
I_{1 i}(t)= & \int_{\Omega} u_{i}^{(m+1)(r-1)} d x \\
\leq & {\left[\frac{3}{2 \rho_{0}} \int_{\Omega} u_{i}^{\frac{2}{3}(m+1)(r-1)} d x+\frac{(m+1)(r-1)}{3}\left(1+\frac{d}{\rho_{0}}\right)\right.} \\
& \left.\times \int_{\Omega} u_{i}^{\frac{2}{3}(m+1)(r-1)-1}\left|\nabla u_{i}\right| d x\right]^{\frac{3}{2}}  \tag{3.10}\\
\leq & {\left[\frac{3|\Omega|^{\frac{m-2}{3 m}}}{2 \rho_{0}}\left(\int_{\Omega} u_{i}^{m(r-1)} d x\right)^{\frac{2(m+1)}{3 m}}+\frac{(m+1)(r-1)\left(\rho_{0}+d\right)}{3 \rho_{0}}\right.} \\
& \left.\times \int_{\Omega} u_{i}^{\frac{2}{3}(m+1)(r-1)-1}\left|\nabla u_{i}\right| d x\right]^{\frac{3}{2}},
\end{align*}
$$

where $i=1,2, \ldots, k$ and $|\Omega|$ is the measure of $\Omega$. By using Hölder's inequality twice again, we have

$$
\begin{align*}
\int_{\Omega} u_{i}^{\frac{2}{3}(m+1)(r-1)-1}\left|\nabla u_{i}\right| d x \leq & \left(\int_{\Omega} u_{i}^{\frac{2}{3}(m+1)(r-1)\left(1-\delta_{1}\right)} d x\right)^{\frac{p-1}{p}}\left(\int_{\Omega} u_{i}^{m(r-1)-2}\left|\nabla u_{i}\right|^{p} d x\right)^{\frac{1}{p}} \\
\leq & \left(\left(\int_{\Omega} u_{i}^{m(r-1)} d x\right)^{\frac{2(m+1)\left(1-\delta_{1}\right)}{3 m}}|\Omega|^{1-\frac{2(m+1)\left(1-\delta_{1}\right)}{3 m}}\right)^{\frac{p-1}{p}}  \tag{3.11}\\
& \times\left(\int_{\Omega} u_{i}^{m(r-1)-2}\left|\nabla u_{i}\right|^{p} d x\right)^{\frac{1}{p}},
\end{align*}
$$

where $i=1,2, \ldots, k$ and $\delta_{1}=\frac{(m-2)(r-1)+3 p-6}{2(m+1)(r-1)(p-1)} \in(0,1)$ due to (1.16). Therefore, it follows from (3.10) and (3.11) that

$$
\begin{align*}
I_{1 i}(t) \leq & {\left[\frac{3|\Omega|^{\frac{m-2}{3 m}}}{2 \rho_{0}}\left(\int_{\Omega} u_{i}^{m(r-1)} d x\right)^{\frac{2(m+1)}{3 m}}+\frac{(m+1)(r-1)\left(\rho_{0}+d\right)}{3 \rho_{0}}\right.} \\
& \left.\times\left(\left(\int_{\Omega} u_{i}^{m(r-1)} d x\right)^{\frac{2(m+1)\left(1-\delta_{1}\right)}{3 m}}|\Omega|^{1-\frac{2(m+1)\left(1-\delta_{1}\right)}{3 m}}\right)^{\frac{p-1}{p}}\left(\int_{\Omega} u_{i}^{m(r-1)-2}\left|\nabla u_{i}\right|^{p} d x\right)^{\frac{1}{p}}\right]^{\frac{3}{2}} \\
\leq & c_{1}\left(\int_{\Omega} u_{i}^{m(r-1)} d x\right)^{\frac{m+1}{m}}+c_{2}\left(\int_{\Omega} u_{i}^{m(r-1)} d x\right)^{\frac{(m+1)(p-1)\left(1-\delta_{1}\right)}{m p}}\left(\int_{\Omega} u_{i}^{m(r-1)-2}\left|\nabla u_{i}\right|^{p} d x\right)^{\frac{3}{2 p}} \\
\leq & c_{1} \Theta^{\frac{m+1}{m}}(t)+c_{2} \Theta^{\frac{(m+1)(p-1)\left(1-\delta_{1}\right)}{m p}}(t) I_{3}^{\frac{3}{p}}(t), \quad i=1,2, \ldots, k, \tag{3.12}
\end{align*}
$$

where

$$
\begin{equation*}
c_{1}=\frac{3 \sqrt{3}}{2} \rho_{0}^{-\frac{3}{2}}|\Omega|^{\frac{m-2}{2 m}}>0 \tag{3.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.c_{2}=\frac{\sqrt{6}}{9}\left(\frac{(m+1)(r-1)\left(\rho_{0}+d\right)}{\rho_{0}}\right)^{\frac{3}{2}}|\Omega|^{\left(1-\frac{2(m+1)\left(1-\delta_{1}\right)}{3 m}\right)}\right)^{\frac{3(p-1)}{2 p}}>0 . \tag{3.14}
\end{equation*}
$$

Hence, we infer from (3.12) that

$$
\begin{equation*}
I_{1}(t)=\sum_{i=1}^{k} I_{1 i} \leq k c_{1} \Theta^{\frac{m+1}{m}}(t)+k c_{2} \Theta^{\frac{(m+1)(p-1)\left(1-\delta_{1}\right)}{m p}}(t) I_{3}^{\frac{3}{2 p}}(t) . \tag{3.15}
\end{equation*}
$$

Next, we estimate $I_{2}(t)$. By using Hölder's inequality, we have

$$
\begin{align*}
I_{2 i}(t) & =\int_{\Omega} u_{i}^{(m+1)(r-1)-1}\left|\nabla u_{i}\right| d x \\
& \leq\left(\int_{\Omega} u_{i}^{(m+2)(r-1)\left(1-\delta_{2}\right)} d x\right)^{\frac{p-1}{p}}\left(\int_{\Omega} u_{i}^{m(r-1)-2}\left|\nabla u_{i}\right|^{p} d x\right)^{\frac{1}{p}} \\
& \leq\left(\left(\int_{\Omega} u_{i}^{(m+2)(r-1)} d x\right)^{1-\delta_{2}}|\Omega|^{\delta_{2}}\right)^{\frac{p-1}{p}} I_{3 i}^{\frac{1}{p}}(t)  \tag{3.16}\\
& =|\Omega|^{\frac{(p-1) \delta_{2}}{p}}\left(\int_{\Omega} u_{i}^{(m+2)(r-1)} d x\right)^{\frac{(p-1)\left(1-\delta_{2}\right)}{p}} I_{3 i}^{\frac{1}{p}}(t), \quad i=1,2, \ldots, k,
\end{align*}
$$

where

$$
\begin{equation*}
\delta_{2}=\frac{r(p-2)}{(m+2)(r-1)(p-1)} \in(0,1) . \tag{3.17}
\end{equation*}
$$

It follows from Lemma 3.2 and Hölder's inequality that

$$
\begin{align*}
\int_{\Omega} u_{i}^{(m+2)(r-1)} d x \leq & {\left[\frac{3}{2 \rho_{0}} \int_{\Omega} u_{i}^{\frac{2}{3}(m+2)(r-1)} d x+\frac{(m+2)(r-1)}{3}\left(1+\frac{d}{\rho_{0}}\right)\right.} \\
& \left.\times \int_{\Omega} u_{i}^{\frac{2}{3}(m+2)(r-1)-1}\left|\nabla u_{i}\right| d x\right]^{\frac{3}{2}} \\
\leq & {\left[\frac{3|\Omega|^{\frac{m-4}{3 m}}}{2 \rho_{0}}\left(\int_{\Omega} u_{i}^{m(r-1)} d x\right)^{\frac{2(m+2)}{3 m}}+\frac{(m+2)(r-1)\left(\rho_{0}+d\right)}{3 \rho_{0}}\right.}  \tag{3.18}\\
& \left.\times \int_{\Omega} u_{i}^{\frac{2}{3}(m+2)(r-1)-1}\left|\nabla u_{i}\right| d x\right]^{\frac{3}{2}}, \quad i=1,2, \ldots, k .
\end{align*}
$$

By using Hölder's inequality twice again, we have

$$
\begin{align*}
\int_{\Omega} u_{i}^{\frac{2}{3}(m+2)(r-1)-1}\left|\nabla u_{i}\right| d x \leq & \left(\int_{\Omega} u_{i}^{\frac{2}{3}(m+2)(r-1)\left(1-\delta_{3}\right)} d x\right)^{\frac{p-1}{p}}\left(\int_{\Omega} u_{i}^{m(r-1)-2}\left|\nabla u_{i}\right|^{p} d x\right)^{\frac{1}{p}} \\
\leq & \left(\left(\int_{\Omega} u_{i}^{m(r-1)} d x\right)^{\frac{2(m+2)\left(1-\delta_{3}\right)}{3 m}}|\Omega|^{1-\frac{2(m+2)\left(1-\delta_{3}\right)}{3 m}}\right)^{\frac{p-1}{p}}  \tag{3.19}\\
& \times\left(\int_{\Omega} u_{i}^{m(r-1)-2}\left|\nabla u_{i}\right|^{p} d x\right)^{\frac{1}{p}} \\
= & |\Omega|^{\left(1-\frac{2(m+2)\left(1-\delta_{3}\right)}{3 m}\right) \frac{p-1}{p}}\left(\int_{\Omega} u_{i}^{m(r-1)} d x\right)^{\frac{2(m+2)(p-1)\left(1-\delta_{3}\right)}{3 m p}}(t) I_{3 i}^{\frac{1}{p}}(t),
\end{align*}
$$

where $i=1,2, \ldots, k$ and

$$
\begin{equation*}
\delta_{3}=\frac{(m-4)(r-1)+3 p-6}{2(m+2)(r-1)(p-1)}<\delta_{1}<1 . \tag{3.20}
\end{equation*}
$$

Combining (3.18) with (3.19), we obtain

$$
\begin{align*}
& \int_{\Omega} u_{i}^{(m+2)(r-1)} d x \\
& \leq \frac{3 \sqrt{3}}{2}|\Omega|^{\frac{m-4}{2 m}} \rho_{0}^{-\frac{3}{2}}\left(\int_{\Omega} u_{i}^{m(r-1)} d x\right)^{\frac{m+2}{m}}(t)+\frac{\sqrt{6}}{9}\left(\frac{(m+2)(r-1)\left(\rho_{0}+d\right)}{\rho_{0}}\right)^{\frac{3}{2}}  \tag{3.21}\\
& \left.\quad \times|\Omega|^{\left(1-\frac{2(m+2)\left(1-\delta_{3}\right)}{3 m}\right.}\right)^{\frac{3(p-1)}{2 p}}\left(\int_{\Omega} u_{i}^{m(r-1)} d x\right)^{\frac{(m+2)(p-1)\left(1-\delta_{3}\right)}{m p}}(t) I_{3 i}^{\frac{3}{2 p}}(t), \quad i=1,2, \ldots, k .
\end{align*}
$$

Substituting (3.21) into (3.16) and applying the following inequality

$$
\left(a_{1}+a_{2}\right)^{s} \leq 2^{s}\left(a_{1}^{s}+a_{2}^{s}\right), \quad a_{1}, a_{2}>0 \quad \text { and } \quad s>0,
$$

we derive

$$
\begin{align*}
I_{2 i}(t) \leq & |\Omega|^{\frac{(p-1) \delta_{2}}{p}}\left(\frac{3 \sqrt{3}}{2}|\Omega|^{\frac{m-4}{2 m}} \rho_{0}^{-\frac{3}{2}}\left(\int_{\Omega} u_{i}^{m(r-1)} d x\right)^{\frac{m+2}{m}}(t)+\frac{\sqrt{6}}{9}\left(\frac{(m+2)(r-1)\left(\rho_{0}+d\right)}{\rho_{0}}\right)^{\frac{3}{2}}\right. \\
& \left.\left.\times|\Omega|^{\left(1-\frac{2(m+2)\left(1-\delta_{3}\right)}{3 m}\right.}\right)^{\frac{3(p-1)}{2 p}} \cdot\left(\int_{\Omega} u_{i}^{m(r-1)} d x\right)^{\frac{(m+2)(p-1)\left(1-\delta_{3}\right)}{m p}}(t) I_{3 i}^{\frac{3}{2 p}}(t)\right)^{\frac{(p-1)\left(1-\delta_{2}\right)}{p}} I_{3 i}^{\frac{1}{p}}(t) \\
\leq & c_{3}\left(\int_{\Omega} u_{i}^{m(r-1)} d x\right)^{\frac{\alpha(m+2)\left(1-\delta_{2}\right)}{m}}(t) I_{3 i}^{\frac{1}{p}}(t)+c_{4}\left(\int_{\Omega} u_{i}^{m(r-1)} d x\right)^{\frac{\alpha^{2}(m+2)\left(1-\delta_{2}\right)\left(1-\delta_{3}\right)}{m}}(t) I_{3 i}^{\beta}(t) \\
\leq & c_{3} \Theta^{\frac{\alpha(m+2)\left(1-\delta_{2}\right)}{m}}(t) I_{3}^{\frac{1}{p}}(t)+c_{4} \Theta^{\frac{\alpha^{2}(m+2)\left(1-\delta_{2}\right)\left(1-\delta_{3}\right)}{m}}(t) I_{3}^{\beta}(t), \quad i=1,2, \ldots, k, \tag{3.22}
\end{align*}
$$

where

$$
\begin{gather*}
\alpha=1-\frac{1}{p^{\prime}}, \quad \beta=\frac{1}{p}+\frac{3 \alpha\left(1-\delta_{2}\right)}{2 p}<1,  \tag{3.23}\\
c_{3}=\left(3 \sqrt{3} \rho_{0}^{-\frac{3}{2}}\right)^{\alpha\left(1-\delta_{2}\right)}|\Omega|^{\frac{\alpha}{2 m}\left(m-4+(m+4) \delta_{2}\right)}, \tag{3.24}
\end{gather*}
$$

and

$$
\begin{equation*}
\left.c_{4}=\left(\frac{2 \sqrt{6}}{9}\right)^{\alpha\left(1-\delta_{2}\right)}\left(\frac{(m+2)(r-1)\left(\rho_{0}+d\right)}{\rho_{0}}\right)^{\frac{3 \alpha\left(1-\delta_{2}\right)}{2}}|\Omega|^{\left(1-\frac{2(m+2)\left(1-\delta_{3}\right)}{3 m}\right)}\right)^{\frac{3 \alpha^{2}\left(1-\delta_{2}\right)}{2}+\alpha \delta_{2}} . \tag{3.25}
\end{equation*}
$$

Hence, we deduce from (3.22) that

$$
\begin{equation*}
I_{2}(t)=\sum_{i=1}^{k} I_{2 i}(t) \leq k c_{3} \Theta^{\frac{\alpha(m+2)\left(1-\delta_{2}\right)}{m}}(t) I_{3}^{\frac{1}{p}}(t)+k c_{4} \Theta^{\frac{\alpha^{2}(m+2)\left(1-\delta_{2}\right)\left(1-\delta_{3}\right)}{m}}(t) I_{3}^{\beta}(t) . \tag{3.26}
\end{equation*}
$$

Therefore, it follows from (3.6), (3.15) and (3.26) that

$$
\begin{align*}
\Theta^{\prime}(t) \leq & l_{1} \Theta^{\frac{m+1}{m}}(t)+\widetilde{l}_{2} \Theta^{\frac{(m+1)(p-1)\left(1-\delta_{1}\right)}{m p}}(t) I_{3}^{\frac{3}{2 p}}(t)+\widetilde{l}_{3} \Theta^{\frac{\alpha(m+2)\left(1-\delta_{2}\right)}{m}}(t) I_{3}^{\frac{1}{p}}(t)  \tag{3.27}\\
& +\widetilde{l}_{4} \Theta^{\frac{\alpha^{2}(m+2)\left(1-\delta_{2}\right)\left(1-\delta_{3}\right)}{m}}(t) I_{3}^{\beta}(t)-m(r-1)[m(r-1)-1] I_{3}(t),
\end{align*}
$$

where

$$
\begin{gather*}
l_{1}=\frac{9 \sqrt{3} m k(r-1) C}{2 \rho_{0}} \rho_{0}^{-\frac{3}{2}}|\Omega|^{\frac{m-2}{2 m}}>0,  \tag{3.28}\\
\left.\widetilde{l_{2}}=\frac{\sqrt{6} m k(r-1) C}{3 \rho_{0}}\left(\frac{(m+1)(r-1)\left(\rho_{0}+d\right)}{\rho_{0}}\right)^{\frac{3}{2}}|\Omega|^{\left(1-\frac{2(m+1)\left(1-\delta_{1}\right)}{3 m}\right.}\right)^{\frac{3(p-1)}{2 p}}>0,  \tag{3.29}\\
\widetilde{l_{3}}=\frac{m k(m+1)(r-1)^{2} C d}{\rho_{0}}\left(3 \sqrt{3} \rho_{0}^{-\frac{3}{2}}\right)^{\alpha\left(1-\delta_{2}\right)}|\Omega|^{\frac{\alpha}{2 m}\left(m-2+(m+2) \delta_{2}\right)}>0, \tag{3.30}
\end{gather*}
$$

and

$$
\begin{align*}
\widetilde{l_{4}}= & \left(\frac{2 \sqrt{6}}{9}\right)^{\alpha\left(1-\delta_{2}\right)} \frac{m k(m+1)(r-1)^{2} C d}{\rho_{0}}\left(\frac{(m+2)(r-1)\left(\rho_{0}+d\right)}{\rho_{0}}\right)^{\frac{3 \alpha\left(1-\delta_{2}\right)}{2}}  \tag{3.31}\\
& \left.\times|\Omega|^{\left(1-\frac{2(m+2)\left(1-\delta_{3}\right)}{3 m}\right)}\right)^{\frac{3 a^{2}\left(1-\delta_{2}\right)}{2}+\alpha \delta_{2}}>0 .
\end{align*}
$$

Next, by using the fundamental inequality

$$
\begin{equation*}
a_{1}^{r_{1}} a_{2}^{r_{2}} \leq r_{1} a_{1}+r_{2} a_{2}, \quad a_{1}, a_{2}>0, r_{1}, r_{2}>0 \quad \text { and } \quad r_{1}+r_{2}=1, \tag{3.32}
\end{equation*}
$$

we have

$$
\begin{align*}
\Theta^{\frac{(m+1)(p-1)\left(1-\delta_{1}\right)}{m p}}(t) I_{3}^{\frac{3}{2 p}}(t) & =\left(\varepsilon_{1} I_{3}(t)\right)^{\frac{3}{2 p}}\left[\frac{\Theta^{\frac{2(m+1)\left(1-\delta_{1}\right)(p-1)}{m(2 p-3)}}(t)}{\varepsilon_{1}^{\frac{3}{2 p-3}}}\right]^{1-\frac{3}{2 p}}  \tag{3.33}\\
& \leq \frac{3}{2 p} \varepsilon_{1} I_{3}(t)+\left(1-\frac{3}{2 p}\right) \varepsilon_{1}^{\frac{3}{3-2 p}} \Theta^{\frac{2(m+1)\left(1-\delta_{1}\right)(p-1)}{m(2 p-3)}}(t),
\end{align*}
$$

where $\varepsilon_{1}$ is an arbitrary positive constant.
Similarly, we obtain

$$
\begin{equation*}
\Theta^{\frac{\alpha(m+2)\left(1-\delta_{2}\right)}{m}}(t) I_{3}^{\frac{1}{p}}(t) \leq \frac{1}{p} \varepsilon_{2} I_{3}(t)+\left(1-\frac{1}{p}\right) \varepsilon_{2}^{\frac{1}{1-p}} \Theta^{\frac{\alpha p(m+2)\left(1-\delta_{2}\right)}{m(p-1)}}(t) \tag{3.34}
\end{equation*}
$$

and

$$
\begin{equation*}
\Theta^{\frac{\alpha^{2}(m+2)\left(1-\delta_{2}\right)\left(1-\delta_{3}\right)}{m}}(t) I_{3}^{\beta}(t) \leq \beta \varepsilon_{3} I_{3}(t)+(1-\beta) \varepsilon_{3}^{\frac{\beta}{\beta-1}} \Theta^{\frac{\alpha^{2}(m+2)\left(1-\delta_{2}\right)\left(1-\delta_{3}\right)}{m(1-\beta)}}(t), \tag{3.35}
\end{equation*}
$$

where $\varepsilon_{i}, i=2,3$ are arbitrary positive constants.
Choosing the arbitrary positive constants $\varepsilon_{i}(i=1,2,3)$ such that

$$
\begin{equation*}
\frac{3}{2 p} \varepsilon_{1} \tilde{l}_{2}+\frac{1}{p} \varepsilon_{2} \widetilde{l}_{3}+\beta \varepsilon_{3} \tilde{l}_{4}-m(r-1)[m(r-1)-1]=0, \tag{3.36}
\end{equation*}
$$

it follows from (3.27),(3.33)-(3.35) that

$$
\begin{align*}
\Theta^{\prime}(t) & \leq l_{1} \Theta^{\frac{m+1}{m}}(t)+l_{2} \Theta^{\frac{2(m+1)\left(1-\delta_{1}\right)(p-1)}{m(L p-3)}}(t)+l_{3} \Theta^{\frac{\alpha p(m+2)\left(1-\delta_{2}\right)}{m(p-1)}}(t)+l_{4} \Theta^{\frac{\alpha^{2}(m+2)\left(1-\delta_{2}\right)\left(1-\delta_{3}\right)}{m(1-\beta)}}(t)  \tag{3.37}\\
& =l_{1} \Theta^{\alpha_{1}}(t)+l_{2} \Theta^{\alpha_{2}}(t)+l_{3} \Theta^{\alpha_{3}}(t)+l_{4} \Theta^{\alpha_{4}}(t),
\end{align*}
$$

where

$$
\begin{gather*}
l_{2}=\left(1-\frac{3}{2 p}\right) \varepsilon_{1}^{\frac{3}{3-2 p}} \widetilde{l}_{2},  \tag{3.38}\\
l_{3}=\left(1-\frac{1}{p}\right) \varepsilon_{2}^{\frac{1}{1-p}} \widetilde{l}_{3},  \tag{3.39}\\
l_{4}=(1-\beta) \varepsilon_{3}^{\frac{\beta}{\beta-1}} \widetilde{l}_{4},  \tag{3.40}\\
\alpha_{1}=\frac{m+1}{m},  \tag{3.41}\\
\alpha_{2}=\frac{2(m+1)\left(1-\delta_{1}\right)(p-1)}{m(2 p-3)},  \tag{3.42}\\
\alpha_{3}=\frac{\alpha p(m+2)\left(1-\delta_{2}\right)}{m(p-1)}, \tag{3.43}
\end{gather*}
$$

and

$$
\begin{equation*}
\alpha_{4}=\frac{\alpha^{2}(m+2)\left(1-\delta_{2}\right)\left(1-\delta_{3}\right)}{m(1-\beta)} . \tag{3.44}
\end{equation*}
$$

Integrating (3.37) over $(0, t)$, we derive

$$
\begin{equation*}
t \geq \int_{\Theta(0)}^{\Theta(t)} \frac{1}{\sum_{i=1}^{4} l_{i} \xi^{\alpha_{i}}} d \xi \tag{3.45}
\end{equation*}
$$

As $\left(u_{1}, u_{2}, \ldots, u_{k}\right)$ blows up, we obtain the lower bound for the blow-up time $t^{*}$ as follows

$$
\begin{equation*}
t \geq \int_{\Theta(0)}^{\infty} \frac{1}{\sum_{i=1}^{4} l_{i} \xi^{\alpha_{i}}} d \xi . \tag{3.46}
\end{equation*}
$$

Clearly, it is unlikely that the quantity $\int_{\Theta(0)}^{\infty} \frac{1}{\sum_{i=1}^{4} l \zeta^{\alpha_{i}}} d \xi$ can be evaluated exactly. However a lower bound for the integral may be obtained as follows. Let

$$
g(\Theta)= \begin{cases}L \Theta^{\alpha_{m}}, & \text { if } \Theta(t)<1  \tag{3.47}\\ L \Theta^{\alpha_{M}}, & \text { if } \Theta(t)>1\end{cases}
$$

where $\alpha_{m}=\min _{i}\left\{\alpha_{i}\right\}, \alpha_{M}=\max _{i}\left\{\alpha_{i}\right\},(i=1,2,3,4)$ and $L=\sum_{i=1}^{4} l_{i}$. Then we have

$$
\begin{equation*}
t \geq \int_{\Theta(0)}^{\infty} \frac{1}{\sum_{i=1}^{4} l_{i} \xi^{\alpha_{i}}} d \xi \geq \int_{\Theta(0)}^{\infty} \frac{1}{g(\xi)} d \xi \tag{3.48}
\end{equation*}
$$

The proof of Theorem 1.2 is complete.

## Acknowledgements

The authors would like to deeply thank the editors and reviewers for their insightful and constructive comments. This work is partially supported by National Natural Science Foundation of China (Grant Nos: 11601053, 11526042), Natural Science Foundation of Chongqing (Grant No. cstc2019jcyj-msxmX0082), Research Training Program of CQUPT (Grant Nos. A2019-83, A2020-166).

## References

[1] A. G. Bao, X. F. Song, Bounds for the blowup time of the solutions to quasi-linear parabolic problems, Z. Angew. Math. Phys. 65(2014), 115-123. https://doi.org/10.1007/ s00033-013-0325-1; MR3160627
[2] J. T. DING, Global and blow-up solutions for nonlinear parabolic equations with Robin boundary conditions, Computers Math. Appl. 65(2013), 1806-1822. https://doi.org/10. 1016/j. camwa.2013.03.013; MR3055738
[3] V. A. Galaktionov, J. L. Vázquez, The problem of blow-up in nonlinear parabolic equations, Discrete Contin. Dyn. Syst. 8(2002), 399-433. https://doi.org/10.3934/dcds. 2002. 8.399; MR1897690
[4] H. A. Levine, Nonexistence of global weak solutions to some properly and improperly posed problems of mathematical physics: the method of unbounded Fourier coefficients, Math. Ann. 214(1975), 205-220. https://doi.org/10.1007/BF01352106; MR385336
[5] H. X. Li, W. J. Gao, Y. Z. Han, Lower bounds for the blowup time of solutions to a nonlinear parabolic problem, Electron. J. Differential Equations 2014, No. 20, 1-6. MR3159429
[6] Y. F. Li, Y. Liu, C. H. Lin, Blow-up phenomena for some nonlinear parabolic problems under mixed boundary conditions, Nonlinear Anal. Real World Appl. 11(2010), 3815-3823. https://doi.org/10.1016/j.nonrwa.2010.02.011; MR2683834
[7] F. Liang, Blow-up phenomena for a system of semilinear heat equations with nonlinear boundary flux, Nonlinear Anal. 75(2012), 2189-2198. https://doi.org/10.1016/j. na.2011.10.019; MR2870910
[8] Z. Q. Ling, Z. J. Wang, Global existence and finite time blowup for a nonlocal parabolic system, Bull. Belg. Math. Soc. Simon Stevin 20(2013), 371-383. https://projecteuclid. org/euclid.bbms/1369316551; MR3082771
[9] D. M. Liv, C. L. Mu, Q. Xin, Lower bounds estimate for the blow-up time of a nonlinear nonlocal porous medium equation, Acta Math. Sci. Ser. B Engl. Ed. 32(2012), 1206-1212. https://doi.org/10.1016/S0252-9602(12) 60092-7; MR2921952
[10] Y. Liv, Lower bounds for the blow-up time in a non-local reaction diffusion problem under nonlinear boundary conditions, Math. Comput. Modelling 57(2013), 926-931. https : //doi.org/10.1016/j.mcm.2012.10.002; MR3011212
[11] M. Marras, S. Vernier Piro, Reaction-diffusion problems under non-local boundary conditions with blow-up solutions, J. Inequal. Appl. 2014, 2014:167. https://doi.org/10. 1186/1029-242X-2014-167; MR3346839
[12] M. Marras, S. Vernier Piro, Blow-up time estimates in nonlocal reaction-diffusion systems under various boundary conditions, Bound. Value Probl. 2017, 2017:2, 16pp. https://doi.org/10.1186/s13661-016-0732-2; MR3591512
[13] M. Marras, S. Vernier-Piro, Finite time collapse in chemotaxis systems with logistictype superlinear source, Math. Methods Appl. Sci. 43(2020), No. 17, 10027-10040. https : //doi.org/10.1002/mma.6676; MR4177176
[14] M. Marras, S. Vernier Piro, G. Viglialoro, Lower bounds for blow-up time in a parabolic problem with a gradient term under various boundary conditions, Kodai Math. J. 37(2014), 532-543. https://doi.org/10.2996/kmj/1414674607; MR3273882
[15] M. Marras, S. Vernier-Piro, G. Viglialoro, Blow-up phenomena in chemotaxis systems with a source term, Math. Meth. Appl. Sci. 39(2016), 2787-2798. https://doi.org/ 10.1002/mma.3728; MR3512730
[16] Y. S. Mi, C. L. Mu, S. M. Zhou, A degenerate and singular parabolic system coupled through boundary conditions, Bull. Malays. Math. Sci. Soc. 36(2013), 229-241. MR2989304
[17] L. E. Payne, G. A. Philippin, Blow-up phenomena in parabolic problems with time dependent coefficients under Dirichlet boundary conditions, Proc. Amer.

Math. Soc. 141(2013), 2309-2318. https://doi.org/10.1090/S0002-9939-2013-11493-0; MR3043012
[18] L. E. Payne, G. A. Philippin, P. W. Schaefer, Blow-up phenomena for some nonlinear parabolic problems, Nonlinear Anal. 69(2008), 3495-3502. https://doi.org/10.1016/j. na.2007.09.035; MR2450554
[19] L. E. Payne, G. A. Philippin, P. W. Schaefer, Bounds for blow-up time in nonlinear parabolic problems, J. Math. Anal. Appl. 338(2008), 438-447. https://doi.org/10.1016/ j.jmaa.2007.05.022; MR2386428
[20] L. E. Payne, G. A. Philippin, S. Vernier Piro, Blow-up phenomena for a semilinear heat equation with nonlinear boundary condition, I, Z. Angew. Math. Phys. 61(2010), 999-1007. https://doi.org/10.1007/s00033-010-0071-6; MR2738300
[21] L. E. Payne, G. A. Philippin, S. Vernier Piro, Blow-up phenomena for a semilinear heat equation with nonlinear boundary condition, II, Nonlinear Anal. TMA 73(2010), 971-978. https://doi.org/10.1016/j.na.2010.04.023; MR2653764
[22] L. E. Payne, J. C. Song, Lower bounds for blow-up in a model of chemotaxis, J. Math. Anal. Appl. 385(2012), 672-676. https://doi.org/10.1016/j.jmaa.2011.06.086; MR2834842
[23] G. A. Philippin, S. Vernier Piro, Lower bound for the lifespan of solutions for a class of fourth order wave equations, Appl. Math. Lett. 50(2015), 141-145. https://doi.org/10. 1016/j.aml.2015.06.016; MR3378961
[24] R. Quittner, P. Souplet, Superlinear parabolic problems: blow-up, global existence and steady states, Birkhäuser Advanced Texts, Basel, 2007. MR2346798
[25] J. C. Song, Lower bounds for the blow-up time in a non-local reaction-diffusion problem, Appl. Math. Lett. 24(2011), 793-796. https://doi.org/10.1016/j. aml.2010.12.042; MR2765163
[26] B. Straughan, Explosive instabilities in mechanics, Springer, Berlin, 1998. https://doi. org/10.1007/978-3-642-58807-5; MR1637904
[27] Y. S. Tao, S. Vernier Piro, Explicit lower bound of blow-up time in a fully parabolic chemotaxis system with nonlinear cross-diffusion, J. Math. Anal. Appl. 436(2016), 16-28. https://doi.org/10.1016/j.jmaa.2015.11.048; MR3440078


[^0]:    ${ }^{\boxtimes}$ Corresponding author. Email: zhengpan52@sina.com

