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#### Abstract

A system of nonhomogeneous linear difference equations with linear parts given by non-commutative matrices is studied. Representation of its solution is derived by means of newly defined delayed perturbation of discrete matrix exponential using the $\mathcal{Z}$-transform. We discard the invertibility condition of matrix of non delayed term used in recent works related to the representation of solutions for delayed linear difference systems.
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## 1 Introduction

Throughout the paper we denote:

- $\Theta$ and $I$ the $d \times d$ zero and identity matrix, respectively;
- $\mathbb{Z}_{a}^{b}:=\{a, a+1, \ldots, b\}$ for $a, b \in \mathbb{Z} \cup\{ \pm \infty\}, a \leq b$;
- An empty sum $\sum_{i=a}^{b} z(i)=0$ and an empty product $\prod_{i=a}^{b} z(i)=1$ for integers $a<b$, where $z(i)$ is a given function which does not have to be defined for each $i \in \mathbb{Z}_{b}^{a}$ in this case;
- $\Delta x(k)=x(k+1)-x(k)$ is the forward difference operator;

In the present paper we consider the following discrete systems with delay,

$$
\begin{equation*}
x(k+1)=A x(k)+B x(k-m)+f(k), \quad k \geq 0, \tag{1.1}
\end{equation*}
$$

where $m \geq 1$ is a fixed integer, $k \in \mathbb{Z}_{0}^{\infty}, A, B$ are constant $d \times d$ matrices, $x: \mathbb{Z}_{-m}^{\infty} \rightarrow \mathbb{R}^{d}$ is an unknown solution, $C$ is a constant $d \times d$ matrix and $f: \mathbb{Z}_{0}^{\infty} \rightarrow \mathbb{R}^{d}$ is a function.

Let $\varphi: \mathbb{Z}_{-m}^{0} \rightarrow \mathbb{R}^{d}$ be a function. We consider an initial value problem

$$
\begin{equation*}
x(k)=\varphi(k), \quad k \in \mathbb{Z}_{-m}^{0} . \tag{1.2}
\end{equation*}
$$

We recall that the initial problem (1.1), (1.2) has a unique solution in $\mathbb{Z}_{-m}^{\infty}$.
In 2006, J. Diblik and D. Ya. Khusainov published two papers [2,3] on a matrix representation of solutions of linear discrete systems with a single delay using so called delayed discrete matrix exponential. In $[8,9]$ the concept of discrete matrix delayed exponential is extended to two matrices with a representation derived of solutions to systems with two delayed linear terms. Along these lines, [21] presents rather general results giving a representation of solutions to discrete systems with multiple delayed terms assuming that matrices of these terms pairwise permute, while the paper by the author [15] treats the case of non-permutable matrices. The results of these papers are widely used. These basic results of these papers are widely used to deal with control theory, iterative learning control and stability analysis for time-delay equations; see for example, $[1,4,5,7,11-14,16,18-20,22,23]$ and references therein.

In the paper [6] is an open problem formulated - to prove that the case of non-permutable matrice can be treated with the method of $\mathcal{Z}$-transform. This paper gives positive answer to this problem in the case of two matrices. Representation of solutions is derived by means of newly defined delayed perturbation of matrix exponential using the $\mathcal{Z}$-transform where the existence of inverse of the matrix $A$ is not assumed (the assumption of regularity of matrix $A$ plays important role in [15]).

The $\mathcal{Z}$-transform is a mathematical device similar to a generating function which provides an alternate method for solving linear difference equations as well as certain summation equations. The $\mathcal{Z}$-transform is important in the analysis and design of digital control systems. Note that in [21] the $\mathcal{Z}$-transform is applied to the following multiple delayed linear discrete systems with permutable matrices:

$$
\begin{aligned}
x(k+1) & =x(k)+\sum_{j=1}^{m} B_{j} x\left(k-m_{j}\right)+f(k), \quad k \geq 0 \\
x(k) & =\varphi(k), \quad k \in \mathbb{Z}_{-m}^{0},
\end{aligned}
$$

where $B_{1}, \ldots, B_{m}$ are pairwise permutable matrices.
Motivated by [21] we apply the $\mathcal{Z}$-transform to study the problem (1.1), (1.2) assuming that the linear parts $A, B$ in (1.1) are given by pairwise nonpermutable matrices. This does not allow to change the order when multiplying matrices and problem becomes much more difficult.

## 2 Delayed perturbation of discrete matrix exponential

The main tool in our study is the $\mathcal{Z}$-transform defined as

$$
\mathcal{Z}\{f(k)\}(z)=\sum_{k=0}^{\infty} \frac{f(k)}{z^{k}}
$$

for $z \in \mathbb{R}$ and an exponentially bounded function $f: \mathbb{Z}_{0}^{\infty} \rightarrow \mathbb{R}^{d}$ such that $\|f(k)\| \leq c_{1} c_{2}^{k}$ for all $k \in \mathbb{Z}_{0}^{\infty}$ and some constants $c_{1}, c_{2} \in \mathbb{R}^{+}$. Note that if $f$ is exponentially bounded, then $\mathcal{Z}\{f(k)\}(z)$ exists for all $z$ sufficiently large. The $\mathcal{Z}$-transform is considered componentwisely. $\sigma$ is the Heaviside step function defined as

$$
\sigma(t)= \begin{cases}0, & t<0, \\ 1, & t \geq 0\end{cases}
$$

The next lemma gathers up some features of the $\mathcal{Z}$-transform.

Lemma 2.1 ([10]). The following equalities are true for sufficiently large $z \in \mathbb{R}$ and exponentially bounded functions $f, g$ :

1. $\mathcal{Z}\{a f(k)+b g(k)\}=a \mathcal{Z}\{f(k)\}+b \mathcal{Z}\{g(k)\}, a, b \in \mathbb{R} ;$
2. $\mathcal{Z}^{-1}\left\{z^{-l}\right\}(k)=\delta(l, k)$ for $l \in \mathbb{Z}_{0}^{\infty}$, where $\delta$ is the Kronecker delta,

$$
\delta(l, k)= \begin{cases}1, & k=l \\ 0, & k \neq l .\end{cases}
$$

3. $\mathcal{Z}^{-1}\{F(z) G(z)\}(k)=(f * g)(k)$. Here the convolution operator $*$ is given by

$$
(f * g)(k)=\sum_{j=0}^{k} f(j) g(k-j)
$$

The next lemma is a corollary of the latter one.
Lemma 2.2. The following identities are true for sufficiently large $z \in \mathbb{R}$ :

$$
\begin{align*}
\mathcal{Z}^{-1}\left\{\left((z I-A)^{-1} B\right)^{j}(z I-A)^{-1}\right\}(k) & =Q(k-1 ; j),  \tag{2.1}\\
\mathcal{Z}^{-1}\left\{\frac{1}{z^{m j+\gamma}}\left((z I-A)^{-1} B\right)^{j}(z I-A)^{-1}\right\}(k) & =Q(k-m j-\gamma-1 ; j), \tag{2.2}
\end{align*}
$$

where

$$
Q(k ; 0)=A^{k} \sigma(k), \quad Q(k ; j)=\sum_{l=j}^{k} A^{k-l} B Q(l-1 ; j-1) \sigma(k-j) .
$$

Proof. To prove the formula (2.1) we recall the following identity

$$
(I-C)^{j} \sum_{k=0}^{\infty}\binom{k+j-1}{j-1} C^{k}=I, \quad\|C\|<1 .
$$

Using this formula, we have

$$
(z I-A)^{-j}=\frac{1}{z^{j}} \sum_{k=0}^{\infty}\binom{k+j-1}{j-1} \frac{1}{z^{k}} A^{k} .
$$

We use the mathematical induction. For $j=0$, we have

$$
\begin{align*}
\mathcal{Z}^{-1}\left\{(z I-A)^{-1}\right\} & =\mathcal{Z}^{-1}\left\{\frac{1}{z^{1}}\right\} * \mathcal{Z}^{-1}\left\{\sum_{l=0}^{\infty} \frac{1}{z^{l}} A^{l}\right\} \\
& =(\delta(1, \cdot) * A \cdot)(k)=\sum_{l=0}^{k} \delta(1, l) A^{k-l}=A^{k-1} \sigma(k-1)=Q(k-1 ; 0) . \tag{2.3}
\end{align*}
$$

For $j=1$, we have

$$
\begin{aligned}
\mathcal{Z}^{-1} & \left\{(z I-A)^{-1} B(z I-A)^{-1}\right\}(k)=\mathcal{Z}^{-1}\left\{(z I-A)^{-1} B\right\} * \mathcal{Z}^{-1}\left\{(z I-A)^{-1}\right\}(k) \\
& =\left\{A^{-1} \sigma(\cdot-1) B * Q(\cdot-1 ; 0)\right\}(k)=\sum_{j=0}^{k} A^{k-j-1} \sigma(k-j-1) B A^{j-1} \sigma(j-1) \\
& =\sum_{j=1}^{k-1} A^{k-j-1} B A^{j-1} \sigma(k-2)=: Q(k-1 ; 1) .
\end{aligned}
$$

For $j=2$, we get

$$
\begin{aligned}
\mathcal{Z}^{-1} & \left\{(z I-A)^{-2} B^{2}(z I-A)^{-1}\right\}(k) \\
& =\mathcal{Z}^{-1}\left\{(z I-A)^{-1} B\right\} * \mathcal{Z}^{-1}\left\{(z I-A)^{-1} B(z I-A)^{-1}\right\}(k) \\
& =\left\{A^{-1} \sigma(\cdot-1) B * Q(\cdot-1 ; 1) \sigma(\cdot-2)\right\}(k) \\
& =\sum_{j=0}^{k} A^{k-j-1} \sigma(k-j-1) B Q(j-1 ; 1) \sigma(j-2) \\
& =\sum_{j=2}^{k-1} A^{k-j-1} \sigma(k-j-1) B Q(j-1 ; 1) \sigma(j-2) \\
& =\sum_{j=2}^{k-1} A^{k-j-1} B Q(j-1 ; 1) \sigma(k-3)=: Q(k-1 ; 2) .
\end{aligned}
$$

Now, suppose that it holds for $j=n$. Then convolution property yields

$$
\begin{aligned}
\mathcal{Z}^{-1} & \left\{(z I-A)^{-(n+1)} B^{n+1}(z I-A)^{-1}\right\}(k) \\
& =\left(\mathcal{Z}^{-1}\left\{(z I-A)^{-1} B\right\} * \mathcal{Z}^{-1}\left\{(z I-A)^{-n} B^{n}(z I-A)^{-1}\right\}\right)(k) \\
& =\left\{A^{-1} \sigma(\cdot-1) B * Q(\cdot-1, n)\right\}(k)=\sum_{j=0}^{k} A^{k-j-1} \sigma(k-j-1) B Q(j-1 ; n) \sigma(j-n-1) \\
& =\sum_{j=n+1}^{k-1} A^{k-j-1} \sigma(k-j-1) B Q(j-1 ; n):=Q(k-1 ; n+1) .
\end{aligned}
$$

what was to be proved.
The identity (2.2) is obvious:

$$
\begin{aligned}
\mathcal{Z}^{-1} & \left\{\frac{1}{z^{m j+\gamma}}\left((z I-A)^{-1} B\right)^{j}(z I-A)^{-1}\right\}(k) \\
& =\mathcal{Z}^{-1}\left\{\frac{1}{z^{m j+\gamma}}\right\} * \mathcal{Z}^{-1}\left\{\left((z I-A)^{-1} B\right)^{j}(z I-A)^{-1}\right\} \\
& =(\delta(m j+\gamma, \cdot) Q(\cdot-1 ; j) \sigma(\cdot-j-1)) \\
& =\sum_{s=0}^{k} \delta(m j+\gamma, s) Q(k-s-1 ; j) \sigma(k-s-j-1) \\
& =Q(k-m j-\gamma-1 ; j) .
\end{aligned}
$$

Lemma 2.3. Let $m \geq 1, A, B$ be a constant $d \times d$ matrices, $\varphi: \mathbb{Z}_{-m}^{0} \rightarrow \mathbb{R}^{d}$ be given function. Assume that $f: \mathbb{Z}_{0}^{\infty} \rightarrow \mathbb{R}^{d}$ is exponentially bounded. Then the solution of Cauchy problem (1.1), (1.2) is exponentially bounded.

For given matrices $A, B$ and delay $m$, we define delayed perturbation of discrete matrix exponential $X_{m}^{A, B}(k)$ by the following definition.

Definition 2.4. Let $m \geq 1, A, B$ be a constant $d \times d$ matrices. Delayed perturbation of discrete matrix exponential is defined as

$$
X_{m}^{A, B}(k)=\sum_{j=0}^{\left\lfloor\frac{k+m}{m+1}\right\rfloor} Q(k+m-m j ; j): \mathbb{Z}_{0}^{\infty} \rightarrow \mathbb{R}^{d \times d}
$$

where

$$
Q(k ; j)= \begin{cases}0, & j \in \mathbb{Z}_{-\infty}^{-1}  \tag{2.4}\\ A^{k} \sigma(k), & j=0, \\ \sum_{l=j}^{k} A^{k-l} B Q(l-1 ; j-1) \sigma(k-j), & j \in \mathbb{Z}_{1}^{\infty} .\end{cases}
$$

Remark 2.5. It should be stressed out that $Q(k ; j)$ was used in [17] to define delayed perturbation of Mittag-Leffler functions. Using the definition (2.4) of $Q(k ; j)$ one may show that

|  | $j=0$ | $j=1$ | $j=2$ | $j=3$ | $\cdots$ | $j=p$, |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $Q(0, j)$ | $I$ | $\Theta$ | $\Theta$ |  |  |  |
| $Q(1, j)$ | $A$ | $B$ | $\Theta$ | $\Theta$ | $\cdots$ | $\Theta$, |
| $Q(2, j)$ | $A^{2}$ | $A B+B A$ | $B^{2}$ | $\Theta$ | $\cdots$ | $\Theta$, |
| $Q(3, j)$ | $A^{3}$ | $A(A B+B A)+B A^{2}$ | $A B^{2}+B(A B+B A)$ | $B^{3}$ | $\cdots$ | $\Theta$, |
|  |  |  |  |  | $\cdots$ |  |
| $\cdots$ | $\cdots$ | $\cdots$ | $\cdots$ |  | $\cdots$ | $\Theta$, |
| $Q(p, j)$ | $A^{p}$ | $\cdots$ | $\cdots$ | $\cdots$ | $\cdots$ | $B^{p}$. |

From the above table, it is easily seen that, in the case of commutativity $A B=B A$, we have $Q(k ; j):=\binom{k}{j} A^{k-j} B^{j} \sigma(k-j), \quad k, j \in \mathbb{Z}_{0}^{\infty}$.

## 3 Representation of a solution

Below using the $\mathcal{Z}$-transform we prove the main result of the paper on the representation of solution of the problem (1.1), (1.2) in terms of the delayed perturbation of discrete matrix exponential.

Theorem 3.1. Let $m \geq 1, A, B$ be a constant $d \times d$ matrices, $\varphi: \mathbb{Z}_{-m}^{0} \rightarrow \mathbb{R}^{d}$ be given function. Assume that $f: \mathbb{Z}_{0}^{\infty} \rightarrow \mathbb{R}^{d}$ is exponentially bounded. The solution $x(k)$ of the Cauchy problem (1.1), (1.2) has the following form

$$
x(k)=X_{m}^{A, B}(k-m) \varphi(0)+\sum_{i=-m}^{-1} X_{m}^{A, B}(k-1-2 m-i) B \varphi(i)+\sum_{i=1}^{k} X_{m}^{A, B}(k-m-i) f(i-1)
$$

for $k \in \mathbb{Z}_{-m}^{\infty}$.
Proof. We recall that existence of $\mathcal{Z}$-transform of $f(k)$ and $x(k)$ is guaranteed by Lemma 2.3. Thus we may apply the $\mathcal{Z}$-transform to the equation (1.1) to get

$$
\begin{align*}
\sum_{k=0}^{\infty} \frac{x(k+1)}{z^{k}}= & A \sum_{k=0}^{\infty} \frac{x(k)}{z^{k}}+B \sum_{k=0}^{\infty} \frac{x(k-m)}{z^{k}}+\sum_{k=0}^{\infty} \frac{f(k)}{z^{k}}, \\
z(X(z)-\varphi(0))= & A X(z)+\frac{B}{z^{m}}\left(X(z)+\sum_{k=-m}^{-1} \frac{\varphi(k)}{z^{k}}\right)+F(z), \\
\left(z I-A-\frac{B}{z^{m}}\right) X(z)= & z \varphi(0)+\frac{B}{z^{m}} \sum_{k=-m}^{-1} \frac{\varphi(k)}{z^{k}}+F(z) \\
X(z)= & z\left(z I-A-\frac{B}{z^{m}}\right)^{-1} \varphi(0)+\left(z I-A-\frac{B}{z^{m}}\right)^{-1} \sum_{k=-m}^{-1} B \frac{\varphi(k)}{z^{k+m}} \\
& +\left(z I-A-\frac{B}{z^{m}}\right)^{-1} F(z) . \tag{3.1}
\end{align*}
$$

On the other hand, for sufficiently large $z \in \mathbb{R}$ so that $\left\|(z I-A)^{-1} \frac{B}{z^{m}}\right\|<1$

$$
\begin{align*}
\left(z I-A-\frac{B}{z^{m}}\right)^{-1} & =\left(I-(z I-A)^{-1} \frac{B}{z^{m}}\right)^{-1}(z I-A)^{-1} \\
& =\sum_{j=0}^{\infty} \frac{1}{z^{m j}}\left((z I-A)^{-1} B\right)^{j}(z I-A)^{-1} . \tag{3.2}
\end{align*}
$$

From (3.1) and (3.2) it follows that

$$
\begin{aligned}
X(z)= & \sum_{j=0}^{\infty} \frac{z}{z^{m j}}\left((z I-A)^{-1} B\right)^{j}(z I-A)^{-1} \varphi(0) \\
& +\sum_{j=0}^{\infty} \frac{1}{z^{m j}}\left((z I-A)^{-1} B\right)^{j}(z I-A)^{-1} \sum_{k=-m}^{-1} B \frac{\varphi(k)}{z^{k+m}} \\
& +\sum_{j=0}^{\infty} \frac{1}{z^{m j}}\left((z I-A)^{-1} B\right)^{j}(z I-A)^{-1} F(z),
\end{aligned}
$$

for sufficiently large $z$. Taking the inverse $\mathcal{Z}$-transform, we have

$$
x(k)=A_{0}(k)+\sum_{i=-m}^{-1} A_{i}(k)+A_{f}(k),
$$

where

$$
\begin{aligned}
& A_{0}(k)=\mathcal{Z}^{-1}\left\{\sum_{j=0}^{\infty} \frac{1}{z^{m j}}\left((z I-A)^{-1} B\right)^{j} \frac{1}{z^{-1}}(z I-A)^{-1} \varphi(0)\right\}(k), \\
& A_{i}(k)=\mathcal{Z}^{-1}\left\{\sum_{j=0}^{\infty} \frac{1}{z^{m j}}\left((z I-A)^{-1} B\right)^{j} \frac{1}{z^{i+m}}(z I-A)^{-1} B \varphi(i)\right\}(k), \quad i \in \mathbb{Z}_{-m}^{-1}, \\
& A_{f}(k)=\mathcal{Z}^{-1}\left\{\sum_{j=0}^{\infty} \frac{1}{z^{m j}}\left((z I-A)^{-1} B\right)^{j}(z I-A)^{-1} F(z)\right\}(k) .
\end{aligned}
$$

By Lemma 2.2, we have

$$
\begin{aligned}
x(k)= & \sum_{j=0}^{\left\lfloor\frac{k}{m+1}\right\rfloor} Q(k-j m ; j) \varphi(0)+\sum_{i=-m}^{-1} \sum_{j=0}^{\left\lfloor\frac{k-i}{m+1}+1\right\rfloor} Q(k-j m-i-m-1 ; j) B \varphi(i) \\
& +\sum_{l=1}^{k\left\lfloor\left\lfloor\sum_{j=0}^{\left\lfloor\frac{k-l}{m+1}\right\rfloor} Q(k-l-j m ; j) f(l-1) .\right.\right.}
\end{aligned}
$$

## Lemma 3.2. Matrix $Q(k ; j)$ has the following properties

(i) $Q(k+1 ; j)=A Q(k ; j)+B Q(k ; j-1), k, j \in \mathbb{Z}_{0}^{\infty}$.
(ii) If $A B=B A$, then we have

$$
Q(k ; j):=\binom{k}{j} A^{k-j} B^{j} \sigma(k-j), \quad k, j \in \mathbb{Z}_{0}^{\infty} .
$$

Proof. (i) follows directly from the definition (2.4) of $Q(k ; j)$. To show (ii) we use the definition of $Q(k ; j)$ :

$$
Q(k, 0)=A^{k} \sigma(k), \quad Q(k ; j)=\sum_{l=j}^{k} A^{k-l} B Q(l-1 ; j-1) \sigma(k-j), \quad j \geq 1 .
$$

For $j=0,1$, we have

$$
Q(k, 0)=A^{k} \sigma(k), \quad Q(k, 1)=\sum_{l=1}^{k} A^{k-l} B A^{l-1}=k A^{k-1} B=\binom{k}{1} A^{k-1} B .
$$

Assume that it is true for $j=n$, and let us prove it for $j=n+1$ :

$$
\begin{aligned}
Q(k ; n+1) & =\sum_{l=n+1}^{k} A^{k-l} B Q(l-1 ; n) \sigma(k-n-1) \\
& =\sum_{l=n+1}^{k} A^{k-l} B\binom{l-1}{n} A^{l-1-n} B^{n} \sigma(k-n-1) \sigma(l-n-1) \\
& =A^{k-n-1} B^{n+1} \sum_{l=n+1}^{k}\binom{l-1}{n} \sigma(k-n-1) \\
& =\binom{k}{n+1} A^{k-n-1} B^{n+1} \sigma(k-n-1) .
\end{aligned}
$$

Lemma 3.3. We have the following special cases:
(i) If $A=I$, then $X_{m}^{A, B}(k)=e_{m}^{B k}$;
(ii) If $B=\Theta$, then $X_{m}^{A, \Theta}(k)=A^{k+m}$.

Proof. It follows

$$
Q(k-j m ; j)=\binom{k-j m}{j} A^{k-j m-j} B^{j}
$$

(i) It follows that

$$
X_{m}^{I, B}(k)=\sum_{j=0}^{\left\lfloor\frac{k+m}{m+1}\right\rfloor} Q(k+m-m j ; j)=\sum_{j=0}^{\left\lfloor\frac{k+m}{m+1}\right\rfloor}\binom{k+m-j m}{j} B^{j}=e_{m}^{B k} .
$$

(ii) $B=\Theta$ :

$$
X_{m}^{A, \Theta}(k)=\sum_{j=0}^{\left\lfloor\frac{k+m}{m+1}\right\rfloor} Q(k+m-m j ; j)=\sum_{j=0}^{\left\lfloor\frac{k+m}{m+1}\right\rfloor}\binom{k+m-j m}{j} A^{k+m-j m-j} B^{j}=A^{k+m}
$$

Lemma 3.4 ([21]). Let $l \in \mathbb{Z}_{0}^{\infty} \cdot k \in \mathbb{Z}_{(l-1)(m+1)+1}^{l(m+1)}$ if and only if

$$
l=\left\lfloor\frac{k-1}{m+1}\right\rfloor+1=\left\lfloor\frac{k+m}{m+1}\right\rfloor .
$$

Proof. Indeed, for this $l$,

$$
(l-1)(m+1)+1=\left\lfloor\frac{k-1}{m+1}\right\rfloor(m+1)+1 \leq k
$$

and

$$
l(m+1)=\left\lfloor\frac{k+m}{m+1}\right\rfloor(m+1)=\left\lceil\frac{k}{m+1}\right\rceil(m+1) \geq k
$$

On the other hand, if $k \in \mathbb{Z}_{(l-1)(m+1)+1}^{l(m+1)}$ for some $l \in \mathbb{Z}_{0}^{\infty}$, then $l \leq \frac{k+m}{m+1}$ and $\frac{k}{m+1} \leq l$. Hence, $l \leq\left\lfloor\frac{k+m}{m+1}\right\rfloor$ and $\left\lceil\frac{k}{m+1}\right\rceil \leq l$, i.e. $l=\left\lfloor\frac{k+m}{m+1}\right\rfloor$.

Using this lemma, one can easily show that

$$
X_{m}^{A, B}(k)= \begin{cases}\Theta, & k \in \mathbb{Z}_{-\infty}^{-m-1}, \\ A^{k+m}+\sum_{j=1}^{l} Q(k+m-m j ; j), & k \in \mathbb{Z}_{(l-1)(m+1)+1}^{l(m+1)}, l \in \mathbb{Z}_{0}^{\infty}\end{cases}
$$

Lemma 3.5. $X_{m}^{A, B}(k)$ is a solution of

$$
\begin{aligned}
X_{m}^{A, B}(k+1) & =A X_{m}^{A, B}(k)+B X_{m}^{A, B}(k-m) \\
X_{m}^{A, B}(k) & =A^{k+m}, \quad k \in \mathbb{Z}_{-m}^{0}, \quad X_{m}^{A, B}(k)=\Theta, \quad k \in \mathbb{Z}_{-\infty}^{-m-1}
\end{aligned}
$$

Proof. By Lemma 3.2, we have

$$
\begin{aligned}
X_{m}^{A, B}(k+1) & =\sum_{j=0}^{\left.\frac{k+1+m}{m+1}\right\rfloor} Q(k+1+m-m j ; j) \\
& =\sum_{j=0}^{\left\lfloor\frac{k+m}{m+1}\right\rfloor} A Q(k+m-m j ; j)+\sum_{j=1}^{\left.\frac{k+1+m}{m+1}\right\rfloor} B Q(k+m-m j ; j-1) \\
& =A X_{m}^{A, B}(k)+B \sum_{j=0}^{\left\lfloor\frac{k+m}{m+1}\right\rfloor} Q(k-m j ; j) \\
& =A X_{m}^{A, B}(k)+B X_{m}^{A, B}(k-m) .
\end{aligned}
$$

It should be stressed out that the assumption on the exponential boundedness of the function $f$ can be omitted.

Theorem 3.6. The solution of initial value problem (1.1), (1.2) can be written in the following form

$$
\begin{align*}
x(k)= & X_{m}^{A, B}(k-m) \varphi(0)+\sum_{i=-m}^{-1} X_{m}^{A, B}(k-1-2 m-i) B \varphi(i) \\
& +\sum_{i=1}^{k} X_{m}^{A, B}(k-m-i) f(i-1), \quad k \in \mathbb{Z}_{0}^{\infty} \tag{3.3}
\end{align*}
$$

Proof. If $k \in \mathbb{Z}_{0}^{m-1}$, then $k-m \in \mathbb{Z}_{-m}^{1}$ and

$$
X_{m}^{A, B}(k-1-2 m-i)= \begin{cases}\Theta, & i \in \mathbb{Z}_{k-m^{\prime}}^{-1} \quad(k-1-2 m-i \leq-m-1) \\ A^{k}, & i \in \mathbb{Z}_{-m}^{k-m-1} \quad(-m \leq k-1-2 m-i \leq 0)\end{cases}
$$

Thus (3.3) gives

$$
x(k)=A^{k} \varphi(0)+\sum_{i=-m}^{k-m-1} A^{k-1-m-i} B \varphi(i)+\sum_{i=1}^{k} A^{k-i} f(i-1)
$$

and

$$
\begin{aligned}
x(k+1) & =A^{k+1} \varphi(0)+\sum_{i=-m}^{k-m} A^{k-m-i} B \varphi(i)+\sum_{i=1}^{k+1} A^{k+1-i} f(i-1) \\
& =A\left(A^{k} \varphi(0)+\sum_{i=-m}^{k-m-1} A^{k-1-m-i} B \varphi(i)+\sum_{i=1}^{k} A^{k-i} f(i-1)\right)+B \varphi(k-m)+f(k) \\
& =A x(k)+B \varphi(k-m)+f(k) .
\end{aligned}
$$

For $k \in \mathbb{Z}_{m}^{\infty}$ :

$$
\begin{aligned}
x(k+1)= & X_{m}^{A, B}(k+1-m) \varphi(0)+\sum_{i=-m}^{-1} X_{m}^{A, B}(k-2 m-i) B \varphi(i) \\
& +\sum_{i=1}^{k+1} X_{m}^{A, B}(k+1-m-i) f(i-1) \\
= & A X_{m}^{A, B}(k-m) \varphi(0)+B X_{m}^{A, B}(k-2 m) \varphi(0) \\
& +A \sum_{i=-m}^{-1} X_{m}^{A, B}(k-1-2 m-i) B \varphi(i)+B \sum_{i=-m}^{-1} X_{m}^{A, B}(k-1-3 m-i) B \varphi(i) \\
& +A \sum_{i=1}^{k} X_{m}^{A, B}(k-m-i) f(i-1)+B \sum_{i=1}^{k} X_{m}^{A, B}(k-2 m-i) f(i-1) \\
& +X_{m}^{A, B}(-m) f(k) \\
= & A x(k)+B x(k-m)+f(k) .
\end{aligned}
$$

For $k \in \mathbb{Z}_{-m}^{-1}$ :

$$
\begin{aligned}
x(k)= & X_{m}^{A, B}(k-m) \varphi(0)+\sum_{i=-m}^{-1} X_{m}^{A, B}(k-1-2 m-i) B \varphi(i) \\
& +\sum_{i=1}^{k} X_{m}^{A, B}(k-m-i) f(i-1) .
\end{aligned}
$$

## 4 Conclusion

The paper solves a problem of representation of solution for discrete linear delay system using the delayed perturbation of discrete matrix exponential. In $[2,3]$ discrete delayed matrix exponential is suggested to express solutions of delayed equations with first-order differences: $x(k+1)=A x(k)+B x(k-m)+f(k)$. These results are obtained under the commutativity of $A$ and $B$, and under the condition $\operatorname{det} A \neq 0$. Commutativity condition was omitted in [15]. In this paper we drop the condition of existence of a matrix $A^{-1}$. The result has been obtained by defining the new delayed perturbation of discrete matrix exponential and employing the $\mathcal{Z}$-transform.

One possible direction in which to generalise the results of this paper is by looking at higher-order linear delay difference equations. It would be interesting to see how the theorems proved above can be extended to these cases. Another direction in which we would like to extend is to consider the classical, fractional and discrete linear systems containing multiple delays.

## Acknowledgement

The author would like to thank the editor and the reviewers for their valuable suggestions and useful comments that have improved the original manuscript.

## References

[1] J. Diblík, Relative and trajectory controllability of linear discrete systems with constant coefficients and a single delay, IEEE Trans. Automat. Control 64(2019), 2158-2165. https: //doi.org/10.1109/TAC.2018.2866453; MR3951061; Zbl 07082446
[2] J. Diblík, D. Ya. Khusainov, Representation of solutions of linear discrete systems with constant coefficients and pure delay, Adv. Difference Equ. 2006, Art. ID 80825,13 pp. https : //doi.org/10.1155/ade/2006/80825; MR2238982; Zbl 1139.39027
[3] J. Diblík, D. Ya. Khusainov, Representation of solutions of discrete delayed system $x(k+1)=A x(k)+B x(k-m)+f(k)$ with commutative matrices, J. Math. Anal. Appl. 318(2006), No. 1, 63-76. https://doi.org/10.1016/j.jmaa.2005.05.021; MR2210872; Zbl 1094.39002
[4] J. Diblík, K. Mencáková, Solving a higher-order linear discrete equation, in: Proceedings, 16th Conference on Applied Mathematics Aplimat 2017, Bratislava, 2017, pp. 445-453.
[5] J. Diblík, K. Mencáкová, Solving a higher-order linear discrete systems, Mathematics, Information Technologies and Applied Sciences 2017. Post-conference proceedings of extended versions of selected papers, University of Defence, Brno, 2017, pp. 77-91; available online at http://mitav.unob.cz/data/MITAV2017Proceedings.pdf.
[6] J. Diblík, K. Мencáкová, Representation of solutions to delayed linear discrete systems with constant coefficients and with second-order differences, Appl. Math. Lett. 105(2020), No. 106309, 7 pp. https://doi.org/10.1016/j.aml.2020.106309; MR4074107; Zbl 1436.39003
[7] J. Diblík, K. Mencáková, A note on relative controllability of higher-order linear delayed discrete systems, IEEE Trans. Automat. Control, published online. https://doi.org/10. 1109/TAC. 2020.2976298
[8] J. Diblík, B. Morávкová, Discrete matrix delayed exponential for two delays and its property, Adv. Difference Equ. 2013, 2013:139, 18 pp. https://doi.org/10.1186/ 1687-1847-2013-139; MR3068650; Zbl 1390.39003
[9] J. Diblík, B. Morávková, Representation of the solutions of linear discrete systems with constant coefficients and two delays, Abstr. Appl. Anal. 2014, Art. ID 320476, 19 pp. https : //doi.org/10.1155/2014/320476; MR3198178; Zbl 07022165
[10] U. Graf, Applied Laplace transforms and z-transforms for scientists and engineers. A computational approach using a Mathematica package, Birkhäuser, Basel, 2004. https://doi .org/10. 1007/978-3-0348-7846-3; MR2062351; Zbl 1063.65142
[11] D. Ya. Khusainov, J. Diblík, M. RůžǏčкоvá, J. Lukáčová, A representation of the solution of the Cauchy problem for an oscillatory system with pure delay, Nelinijni Koliv. 11(2008), No. 2, 261-270 (in Russian), Nonlinear Oscil. (N. Y.) 11(2008), No. 2, 276-285. https :// doi.org/10.1007/s11072-008-0030-8; MR2510692
[12] D. Ya. Khusainov, G. V. Shuklin, On relative controllability in systems with pure delay, Prikl. Mekh. 41(2005), No. 2, 118-130 (in Russian), Internat. Appl. Mech. 41(2005), No. 2, 210-222. https://doi.org/10.1007/s10778-005-0079-3; MR2190935
[13] C. Liang, J. R. Wang, M. Fečkan, A study on ILC for linear discrete systems with single delay, J. Difference Equ. Appl. 24(2018), 358-374. https://doi . org/10.1080/10236198. 2017.1409220; MR3757173; Zbl 1426.39002
[14] C. Liang, J. R Wang, D. Shen, Iterative learning control for linear discrete delay systems via discrete matrix delayed exponential function approach, J. Difference Equ. Appl. 24(2018), 1756-1776. https://doi.org/10.1080/10236198.2018.1529762; MR3883343; Zbl 1405.39001
[15] N. I. Mahmudov, Representation of solutions of discrete linear delay systems with non permutable matrices, Appl. Math. Lett. 85(2018), 8-14. https://doi.org/10.1016/j .aml . 2018.05.015; MR3820273; Zbl 1401.93109
[16] N. I. Mahmudov, A novel fractional delayed matrix cosine and sine, Appl. Math. Lett. 92(2019), 41-48. https://doi.org/10.1016/j.aml.2019.01.001; MR3902396; Zbl 1416.34059
[17] N. I. Mahmudov, Delayed perturbation of Mittag-Leffler functions and their applications to fractional linear delay differential equations, Math. Meth. Appl. Sci. 42(2019), 5489-5497. https://doi.org/10.1002/mma.5446; MR4033332; Zbl 1430.34088
[18] M. Medved', M. Pospíšil, Representation of solutions of systems of linear differential equations with multiple delays and linear parts given by nonpermutable matrices, Nelinijni Koliv. 19(2016), No. 4, 521-532, J. Math. Sci. (N. Y.) 228(2018), No. 3, 276-289. MR3670816; Zbl 1384.34077
[19] M. Medved', L. Škripková, Sufficient conditions for the exponential stability of delay difference equations with linear parts defined by permutable matrices, Electron. J. Qual. Theory Differ. Equ. 2012, No. 22, 1-13. https://doi.org/10.14232/ejqtde.2012.1.22; MR2900482; Zbl 1340.39027
[20] M. Pospíšil, Representation and stability of solutions of systems of functional differential equations with multiple delays, Electron. J. Qual. Theory Differ. Equ. 2012, No. 54, 1-30. https://doi.org/10.14232/ejqtde.2012.1.54; MR2959044; Zbl 1340.34271
[21] M. Pospíšil, Representation of solutions of delayed difference equations with linear parts given by pairwise permutable matrices via $\mathcal{Z}$-transform, Appl. Math. Comput. 294(2017), 180-194. https://doi.org/10.1016/j .amc.2016.09.019; MR3558270; Zbl 1411.39002
[22] M. Pospíšil, Relative controllability of delayed difference equations to multiple consecutive states, AIP Conf. Proc. 1863(2017), 480002-1-48002-4. https: //doi. org/10.1063/1. 4992638
[23] Z. Svoboda, Asymptotic unboundedness of the norms of delayed matrix sine and cosine, Electron. J. Qual. Theory Differ. Equ. 2017, No. 89, 1-15. https://doi.org/10.14232/ ejqtde.2017.1.89; MR3737104; Zbl 1413.34211

