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#### Abstract

In the paper new sufficient conditions for global finite-time stability of a stationary solution to differential equation with discontinuous right-hand side are given. Time-dependent Lyapunov function which is only continuous is used. Properties of Lyapunov function are described by presubdifferential and contingent derivative.
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## 1 Introduction

Many different kinds of stability had been considered since the fundamental works of Lyapunov, e.g. asymptotic, exponential, robust (see e.g. [1,3,5-7,10]) and recently finite-time stability ([2,7-9, 12,13]).

The aim of this paper is to present sufficient conditions for global finite-time stability of the origin for the differential equation

$$
\begin{equation*}
x^{\prime}=f(t, x), \tag{1.1}
\end{equation*}
$$

where $f:[0, \infty) \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is a Carathéodory function.
Global finite-time stability was considered in e.g. [2,7,8]. In our paper we use only continuous time-varying Lyapunov function. Therefore, in the opposite to the articles cited above, instead of differentiating (even in Dini sense) this function we use presubdifferential and contingent derivative, first considered for this purpose in our previous article [13].

Moreover, we weaken the condition which the Lyapunov function must satisfy in relation to conditions given in [2], [7] and [8]. More precisely, we admit in the crucial inequality (3.1) the presence only of a measurable function which can take zero value even on sets of positive measure. In [2] the authors use only a positive constant. In [7] the function must be greater than a positive constant and in [8] this function is a.e. positive.

In this paper we prove two global finite-time stability theorems. In the first one we do not need to assume uniqueness of solutions to the differential equation. In this theorem some

[^0]crucial condition which should be satisfied by Lyapunov function must occur in the whole space. In the second one we have to assume the uniqueness of solutions to the differential equation but in that case the condition which should satisfy Lyapunov function can occur only in an arbitrary small neighborhood of the origin.

## 2 Preliminaries

Definitions, assumptions, lemmas, propositions and theorems presented in this section come from [13], where complete necessary proofs are given.

The following assumption holds throughout this section.

## Assumption 2.1.

1. $G \subseteq \mathbb{R}^{n}$ is an open set containing zero.
2. The function $t \mapsto f(t, x)$ is measurable in $[0, \infty)$ for all $x \in G$.
3. The function $x \mapsto f(t, x)$ is continuous in $G$ for a.a. $t \in[0, \infty)$.
4. $f(t, 0)=0$ for all $t \in[0, \infty)$.
5. There exists locally bounded function $m \in L_{\text {loc }}^{\infty}([0, \infty))$ such that $\|f(t, x)\| \leq m(t)$ for a.a. $t \geq 0$ and for all $x \in G$.

Let $V:[0, \infty) \times G \rightarrow[0, \infty)$ be a continuous function with respect to both variables. Denote

$$
\dot{V}(t, x)=\limsup _{\substack{h \rightarrow 0^{+} \\ w \rightarrow f(t, x)}} \frac{V(t+h, x+h w)-V(t, x)}{h} .
$$

Let us see that $\dot{V}(t, x)$ is upper right contingent derivative of $V$ in $(t, x)$ towards $(1, f(t, x))$.
Now we give definition of the presubdifferential from [14].
Definition 2.2. Let $W: \mathbb{R}^{j} \rightarrow \mathbb{R}, j \in \mathbb{N}$. The presubdifferential of function $W$ in point $v$ we name the following set

$$
\hat{\partial} W(v)=\left\{v^{*} \in \mathbb{R}^{j}: \liminf _{z \rightarrow v} \frac{W(z)-W(v)-\left\langle v^{*}, z-v\right\rangle}{\|z-v\|} \geq 0\right\},
$$

for $v \in \mathbb{R}^{j}$.
Definition 2.3. By $\mathcal{K}_{0}^{\infty}$ we name the class of continuous and increasing functions $K:[0, \infty) \rightarrow$ $[0, \infty)$ such that $K(0)=0$ and $K(r) \underset{r \rightarrow \infty}{\longrightarrow} \infty$.

Lyapunov function is an important tool which allows investigating stability as well as global finite-time stability of the solution to the differential equation. In the literature there are commonly known conditions for smooth Lyapunov function (see e.g. $[3,8,9]$ ). In this paper Lyapunov function is only continuous, therefore like in [13] we give other conditions which can be easily checked.

Assumption 2.4. Let $V:[0, \infty) \times G \rightarrow[0, \infty)$ be a continuous function, $K:[0, \infty) \rightarrow[0, \infty)$ function of $\mathcal{K}_{0}^{\infty}$ class and $\kappa:[0, \infty) \rightarrow(-\infty, 0]$ be a continuous and nonpositive function such that

$$
\begin{gather*}
\inf _{t \geq 0} V(t, x) \geq K(\|x\|)>0 \quad \text { for } x \in G \backslash\{0\},  \tag{2.1}\\
V(t, 0)=K(0)=0 \quad \text { for } t \in[0, \infty) \tag{2.2}
\end{gather*}
$$

and $\Gamma \subseteq[0, \infty)$ be a set of measure zero such that

$$
\begin{equation*}
\dot{V}(t, x) \leq \kappa(\|x\|) \quad \text { for } t \in[0, \infty) \backslash \Gamma \text { and } x \in G \backslash\{0\} . \tag{2.3}
\end{equation*}
$$

In addition, there exists at most countable set $C \subseteq[0, \infty)$ such that for all $t \in(0, \infty) \backslash C$ and $x \in$ $G \backslash\{0\}$ there exists $\varepsilon_{t x} \in(0, t)$ and $P_{t x}>0$ such that for $s \in\left(t-\varepsilon_{t x}, t+\varepsilon_{t x}\right), z \in B\left(x, \varepsilon_{t x}\right)$, $\hat{\partial} V(s, z) \neq \varnothing$ and

$$
\begin{equation*}
\sup _{\substack{s \in\left(t-\varepsilon_{t x}, t+\varepsilon_{t x}\right) \\ z \in B\left(x, \varepsilon_{t x}\right.}}^{\sup _{v^{*} \in \hat{\partial} V(s, z)}\left\|v^{*}\right\| \leq P_{t x} .} \tag{2.4}
\end{equation*}
$$

Let $V$ be a function defined in Assumption 2.4. By $v_{\varphi}$ we denote a function

$$
\begin{equation*}
v_{\varphi}: t \mapsto V(t, \varphi(t)), \quad t \in I . \tag{2.5}
\end{equation*}
$$

The following Lemma was proved in [13, Lemma 2.5].
Lemma 2.5. Let $V$ and $\kappa$ satisfy the condition (2.3) from Assumption 2.4 for the differential equation (1.1). Then, for any right-maximally defined solution $\varphi: I \rightarrow G$ to the differential equation (1.1), for a.a. $t \in I, I \subseteq[0, \infty)$ we have

$$
\begin{equation*}
D^{+} v_{\varphi}(t) \leq \dot{V}(t, \varphi(t)) \tag{2.6}
\end{equation*}
$$

and hence

$$
D^{+} v_{\varphi}(t) \leq \kappa(\|\varphi(t)\|) .
$$

An obvious consequence of Lemma 2.5 is the following lemma.
Lemma 2.6. Under the assumptions of Lemma 2.5 we have that $D^{+} v_{\varphi}(t) \leq 0$ for a.a. $t \in I$.
To show that the function $t \mapsto V(t, \varphi(t))$ is nonincreasing (comp. [11, Thm. 7.4.14, p. 174] or [15, Cor. 4]) we need the following lemma, proved in ([13, Lemma 2.7]).

Lemma 2.7. Let $V$ defined in Assumption 2.4 satisfy (2.4) for the differential equation (1.1). Then, for any right-maximally defined solution $\varphi: I \rightarrow G$ to the differential equation (1.1), $I \subseteq[0, \infty)$ and for some at most countable set $\tilde{C} \subseteq[0, \infty)$ we have $D^{+} v_{\varphi}(t)<\infty$ for $t \in I \backslash \tilde{C}$.

A direct consequence of Lemma 2.6 and Lemma 2.7 are the following propositions.
Proposition 2.8. If differential equation (1.1) has continuous Lyapunov function satisfying conditions (2.1)-(2.4), then for any right-maximally defined solution $\varphi: I \rightarrow G \backslash\{0\}$ to the differential equation (1.1), $I \subset[0, \infty)$, the function $t \mapsto V(t, \varphi(t))$ is nonincreasing in $I$.

Proposition 2.9. If differential equation (1.1) has a continuous function $V$ satisfying conditions (2.1)(2.4), then for any right-maximally defined solution $\varphi: I \rightarrow G \backslash\{0\}$ to the differential equation (1.1), $I \subseteq[0, \infty)$ and for any $s, t \in I, s \leq t$ we have $v_{\varphi}(t) \leq v_{\varphi}(s)+\int_{s}^{t} \kappa(\|\varphi(\tau)\|) d \tau$, where $v_{\varphi}$ is given by the formula (2.5).

Proposition 2.10. If differential equation (1.1) has a continuous function $V$ satisfying (2.1)-(2.4), then for any $t_{0} \in[0, \infty)$ and for any solution $\varphi:\left[t_{0}, b\right) \rightarrow G$ to the differential equation (1.1), $b \in\left(t_{0}, \infty\right) \cup\{\infty\}$ such that for some $\tau \in\left[t_{0}, b\right), \varphi(\tau)=0$ we have $\varphi(t)=0$ for all $t \in[\tau, b)$.

Definition 2.11. By $\mathcal{S}_{t_{0}, x_{0}}$ we mean the set of all right-maximally defined solutions $\varphi$ to the differential equation (1.1) with initial condition $\varphi\left(t_{0}\right)=x_{0}$.

The above propositions allow to prove the Lyapunov stability theorem.
Theorem 2.12. If differential equation (1.1) has continuous function $V$ satisfying (2.1)-(2.4), then the origin for the differential equation is stable.

To define the settling-time function for the differential equation (1.1) we must start from the following definition.

Definition 2.13. For any $t_{0} \geq 0, x_{0} \in G \backslash\{0\}$ and any $\varphi \in \mathcal{S}_{t_{0}, x_{0}}$ denote by $c_{\varphi}\left(t_{0}, x_{0}\right)$ finite number (if it exists) belonging to the domain of $\varphi$, satisfying the following conditions:

1. $\varphi(t) \in G \backslash\{0\}$ for $t \in\left(t_{0}, c_{\varphi}\left(t_{0}, x_{0}\right)\right)$
2. $\lim _{t \rightarrow C_{\varphi}\left(t_{0}, x_{0}\right)^{-}} \varphi(t)=0$.

Denote

$$
\tau_{\varphi}\left(t_{0}, x_{0}\right)= \begin{cases}c_{\varphi}\left(t_{0}, x_{0}\right), & \text { if it exists }, \\ \infty, & \text { otherwise }\end{cases}
$$

Definition 2.14. As the settling-time function we mean the function $T:[0, \infty) \times G \rightarrow \mathbb{R}^{+} \cup$ $\{\infty\}$ satisfying the following conditions:

1. $T\left(t_{0}, 0\right)=t_{0}$ for any $t_{0} \geq 0$;
2. for any $t_{0} \geq 0$ and $x_{0} \in G \backslash\{0\}$ we take $T\left(t_{0}, x_{0}\right)=\sup \left\{\tau_{\varphi}\left(t_{0}, x_{0}\right), \varphi \in \mathcal{S}_{t_{0}, x_{0}}\right\}$.

Definition 2.15. We tell that the origin is finite-time stable for the differential equation (1.1) if it is stable and for any $t_{0} \geq 0$ there exists $\delta=\delta\left(t_{0}\right)>0$ such that for $x_{0} \in G$ satisfying $\left\|x_{0}\right\|<\delta$, the values of $T\left(t_{0}, x_{0}\right)$ are finite.

Definition 2.16. We denote by $\mathcal{P}$ a class of nonnegative functions $c:[0, \infty) \rightarrow[0, \infty)$, which are measurable and upperbounded on each compact subinterval $[0, \infty)$ such that there exists $t_{0} \geq 0$ for which $\int_{t_{0}}^{\infty} c(\tau) d \tau=\infty$.

Let us consider a simple example of a differential equation for which the origin is a finitetime stable equilibrium. In the proof of the global finite-time stability theorem properties of solutions to this differential equation are used.

Let us take any function $c \in \mathcal{P}, t \in[0, \infty), z \in \mathbb{R}, \alpha \in(0,1)$ and consider Cauchy problem

$$
\left\{\begin{array}{l}
y^{\prime}=-c(s) \operatorname{sgn}(y)|y|^{\alpha}  \tag{2.7}\\
y(t)=z
\end{array}\right.
$$

Remark 2.17. It is easy to see that for any $c \in \mathcal{P}$ and $t \geq 0$ the function $C_{t}: s \mapsto \int_{t}^{s} c(\tau) d \tau$, $s \in[0, \infty)$ is nondecreasing, absolutely continuous on any compact subset of $[0, \infty)$ and $\int_{t}^{\infty} c(\tau) d \tau=\infty$. Hence for any $z \in \mathbb{R}$ and $\alpha \in(0,1)$ there exists $\bar{t} \geq t$ such that

$$
C_{t}(\bar{t})=\int_{t}^{\bar{t}} c(\tau) d \tau=\frac{|z|^{1-\alpha}}{1-\alpha} .
$$

Let

$$
\begin{equation*}
t_{c, z}=\inf \left\{\bar{t} \geq t: \int_{t}^{\bar{t}} c(\tau) d \tau=\frac{|z|^{1-\alpha}}{1-\alpha}\right\} . \tag{2.9}
\end{equation*}
$$

It is easy to check that the solutions to the Cauchy problem (2.7)-(2.8) are functions

$$
\mu_{t, z}(s)= \begin{cases}\operatorname{sgn}(z)\left(|z|^{1-\alpha}-(1-\alpha) \int_{t}^{s} c(\tau) d \tau\right)^{\frac{1}{1-\alpha}}, & s \in\left[t, t_{c, z}\right), z \neq 0,  \tag{2.10}\\ 0, & s \geq t_{c, z}, z \neq 0, \\ 0, & s \geq t, z=0 .\end{cases}
$$

Then $\mu_{t, z}(s) \neq 0$ for $t \geq 0, s \in\left[t, t_{c, z}\right)$ and $z \neq 0$.
An important tool being used in the proof of finite-time stability theorem of the solution to the differential equation (1.1) is the Comparison Lemma from [15]. The essence of this lemma is assuming only measurability with respect to time and absence of any assumption about monotonicity of the right-hand side of the differential equation and using only Dini derivatives. Therefore it is enough that the inequality (2.3) holds only almost everywhere.

The proof of this lemma will be given in [15] but we include it here for the benefit of readers.

Lemma 2.18 (Comparison Lemma, [15]). Let $E \subseteq \mathbb{R}$ be an open interval, $\sigma:[0, \infty) \times E \rightarrow \mathbb{R} a$ function measurable with respect to for each $x \in E$ and continuous with respect to $x$ for all $t \in[0, \infty)$. Let $t_{0} \in[0, \infty), u_{0} \in E$ and $u:\left[t_{0}, T\right) \rightarrow E$, where $T \in \mathbb{R} \cup\{\infty\}, T>t_{0}$, means the right-maximal in the set $[0, \infty) \times E$ solution to the equation

$$
\begin{equation*}
u^{\prime}=\sigma(t, u) \tag{2.11}
\end{equation*}
$$

with boundary condition

$$
\begin{equation*}
u\left(t_{0}\right)=u_{0} \tag{2.12}
\end{equation*}
$$

as well as:

1. for each $t_{1} \in(0, T)$ and $x \in E$ there exists a neighbourhood $V_{t_{1}, x} \subseteq E$ of the point $x$ and a constant $L_{t_{1}, x}$ such that, for all $(t, y) \in\left[0, t_{1}\right] \times V_{t_{1}, x}$ the following estimation takes place $|\sigma(t, y)-\sigma(t, x)| \leq L_{t_{1}, x}|y-x| ;$
2. for each $t_{1} \in(0, T)$ and $k \in \mathbb{N}$ such that $E^{k}=E \cap(-k, k)$ is nonempty, there exists a constant $M_{t_{1}}^{k}>0$ satisfying for all $t \in\left[0, t_{1}\right]$ and $x \in E^{k}$ the following estimation $|\sigma(t, x)| \leq M_{t_{1}}^{k}$.
If $v:\left[t_{0}, T\right) \rightarrow E$ is a continuous function, satisfying $v\left(t_{0}\right) \leq u_{0}$ and

$$
\begin{equation*}
D^{+} v(t) \leq \sigma(t, v(t)) \quad \text { for a.e. } t \in\left[t_{0}, T\right) \tag{2.13}
\end{equation*}
$$

and there exists at most countable set $C \subseteq\left[t_{0}, T\right)$ such that

$$
\begin{equation*}
D^{+} v(t)<\infty \quad \text { for } t \in\left[t_{0}, T\right) \backslash C, \tag{2.14}
\end{equation*}
$$

then $v(t) \leq u(t)$ for all $t \in\left[t_{0}, T\right)$.
Proof. Choose any $t_{1} \in\left(t_{0}, T\right)$. Since the interval $\left[t_{0}, t_{1}\right]$ is compact (in $\mathbb{R}$ ), there exists $k_{1} \in \mathbb{N}$ such that $u$ restricted to the interval $\left[t_{0}, t_{1}\right]$ is a solution of the equation $u^{\prime}=\sigma(t, u)$ in the set $[0, \infty) \times E^{k_{1}}$. Denote $f(t, x, \mu)=\sigma(t, x)+\mu$, where $(t, x) \in[0, \infty) \times E^{k_{1}}$ and $\mu \in(-1,1)$. The function $f$ satisfies in the set $E_{0}:=[0, \infty) \times E^{k_{1}} \times(-1,1)$ the following properties:

- for all $x \in E^{k_{1}}$ and $\mu \in(-1,1)$ the function $f$ is Lebesgue measurable with respect to $t$;
- from the assumption 1 , the function $f$ is continuous with respect to $x$ for all $(t, \mu) \in$ $[0, \infty) \times(-1,1)$ and $u$ is the unique solution to the equation (2.11);
- for all $t \in[0, \infty)$, the function $f$ is continuous with respect to $(x, \mu)$;
- from the assumption 2 , the constant $M=M_{t_{1}}^{k}+1$ satisfies the inequality $|f(t, x, \mu)| \leq M$ for $t \in\left[t_{0}, t_{1}\right],(t, x, \mu) \in E_{0}$.

Therefore, using [4, Thm. 4.2, p. 59], for any $\varepsilon>0$ there exists $\delta>0$ such that, for $|\mu|<\delta$ each right-maximal solution $u_{\mu}$ of the equation

$$
x^{\prime}=\sigma(t, x)+\mu
$$

in the set $E_{0}$ with boundary condition (2.12) can be defined at least in the interval $\left[t_{0}, t_{1}\right]$. Moreover, for $t \in\left[t_{0}, t_{1}\right]$ the following inequality takes place

$$
\begin{equation*}
\left|u_{\mu}(t)-u(t)\right|<\varepsilon . \tag{2.15}
\end{equation*}
$$

To prove the thesis of the theorem we first prove that $v(t) \leq u_{\mu}(t)$ for all $\mu \in(0, \delta)$ and $t \in$ [ $t_{0}, t_{1}$ ]. Indeed, in the opposite case, it would exist a point $\beta \in\left(t_{0}, t_{1}\right]$ for which $v(\beta)>u_{\mu}(\beta)$. In that case, denote $r_{1}=\min \left\{\min \left\{v(t), u_{\mu}(t)\right\}: t \in\left[t_{0}, \beta\right]\right\}$ and $r_{2}=\max \left\{\max \left\{v(t), u_{\mu}(t)\right\}\right.$ : $\left.t \in\left[t_{0}, \beta\right]\right\}$. By assumption 1 of the theorem, there exists $L_{\beta}>0$ such that, for all $t \in\left[t_{0}, \beta\right]$ and $x, y \in\left[r_{1}, r_{2}\right]$ one has $|\sigma(t, y)-\sigma(t, x)| \leq L_{\beta}|y-x|$. Denote $W=\left\{s>t_{0}: v(s)>u_{\mu}(s)\right\}$. Continuity of $v$ and $u_{\mu}$ follows, that the set $W$ is open, and hence, the set $Y=\left[t_{0}, \beta\right] \backslash W$ is nonempty (because at least $t_{0} \in Y$ ) and compact. Therefore, there exists some $\alpha \in\left[t_{0}, \beta\right]$ being the maximum of $Y$. Since $v(\beta)>u_{\mu}(\beta)$, therefore $\beta \notin Y$ and consequently, $\alpha<\beta$. Continuity of $v \mathrm{i} u_{\mu}$ and the Darboux condition follows that $\alpha$ satisfies

$$
\begin{equation*}
v(\alpha)=u_{\mu}(\alpha) \tag{2.16}
\end{equation*}
$$

and

$$
\begin{equation*}
v(s)>u_{\mu}(s) \quad \text { for all } s \in(\alpha, \beta] \tag{2.17}
\end{equation*}
$$

Define $\rho(t)=\int_{\alpha}^{t} \sigma(s, v(s)) d s$ for $t \in[\alpha, \beta]$. Then, using inequality (2.13) we immediately get $D^{+}(v(t)-\rho(t))=D^{+} v(t)-\sigma(t, v(t)) \leq 0$ for almost all $t \in[\alpha, \beta]$. Since $v$ also satisfies (2.14), we easily conclude from [11, Thm. 7.4.14], that the function $t \rightarrow v(t)-\rho(t)$ is nonincreasing in $[\alpha, \beta]$ and therefore $v(t)-\rho(t) \leq v(\alpha)-\rho(\alpha)$ for $t \in[\alpha, \beta]$. This means, that

$$
\begin{equation*}
v(t) \leq v(\alpha)+\int_{\alpha}^{t} \sigma(s, v(s)) d s \quad \text { for } t \in[\alpha, \beta] \text {. } \tag{2.18}
\end{equation*}
$$

Since the functions $v$ and $u_{\mu}$ are continuous, the equality (2.16) implies the existence of $\alpha_{1} \in$ $(\alpha, \beta]$ satisfying

$$
\begin{equation*}
\left|v(s)-u_{\mu}(s)\right| \leq \frac{\mu}{2 L_{\beta}} \quad \text { for } s \in\left(\alpha, \alpha_{1}\right) . \tag{2.19}
\end{equation*}
$$

However, taking into account (2.16), (2.17) and (2.19), we get for $t \in\left(\alpha, \alpha_{1}\right)$ the chain of inequalities

$$
\begin{aligned}
v(t)-v(\alpha) & >u_{\mu}(t)-u_{\mu}(\alpha)=\int_{\alpha}^{t}\left(\sigma\left(s, u_{\mu}(s)\right)+\mu\right) d s \\
& =\int_{\alpha}^{t}\left(\sigma\left(s, u_{\mu}(s)\right)-\sigma(s, v(s))+\sigma(s, v(s))+\mu\right) d s \\
& \geq \int_{\alpha}^{t}\left(\sigma(s, v(s))+\mu-L_{\beta}\left|v(s)-u_{\mu}(s)\right|\right) d s \\
& \geq \int_{\alpha}^{t}\left(\sigma(s, v(s))+\frac{\mu}{2}\right) d s>\int_{\alpha}^{t} \sigma(s, v(s)) d s,
\end{aligned}
$$

which is in the contradiction with (2.18). This proves, that

$$
\begin{equation*}
v(t) \leq u_{\mu}(t) \quad \text { for } t \in\left[t_{0}, t_{1}\right] . \tag{2.20}
\end{equation*}
$$

Now, it only remains to prove that $v(t) \leq u(t)$ for $t \in\left[t_{0}, t_{1}\right]$. If that was not the case, then it would exist a point $d \in\left(t_{0}, t_{1}\right]$ such that $v(d)>u(d)$. Then, for $\varepsilon=\frac{v(d)-u(d)}{2}$, by (2.15) we would get $v(d)-u_{\mu}(d)=v(d)-u(d)+u(d)-u_{\mu}(d)>\varepsilon$, which would contradict the previously proved inequality (2.20).

Therefore, the inequality $v(t) \leq u(t)$ holds for all $t \in\left[t_{0}, t_{1}\right]$. From arbitrariness of $t_{1}<T$ it follows, that $v(t) \leq u(t)$ for all $t \in\left[t_{0}, T\right)$, which ends the proof of the lemma.

## 3 Main results

We shall prove the global finite-time stability theorems basing on the following definition.
Definition 3.1. We call the origin global finite-time stable for the differential equation (1.1) if it is stable and the settling-time function $T:[0, \infty) \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{+} \cup\{\infty\}$ has only finite values.

The following assumption, similar to Assumption 2.1 holds throughout this section.

## Assumption 3.2.

1. The function $t \mapsto f(t, x)$ is measurable in $[0, \infty)$ for all $x \in \mathbb{R}^{n}$.
2. The function $x \mapsto f(t, x)$ is continuous in $\mathbb{R}^{n}$ for a.a. $t \in[0, \infty)$.
3. $f(t, 0)=0$ for all $t \in[0, \infty)$.
4. There exists an ascending family of compact sets having nonempty interiors $Q_{k} \subseteq \mathbb{R}^{n}$ such that $0 \in \operatorname{int} Q_{1}, \bigcup_{k \in \mathbb{N}}$ int $Q_{k}=\mathbb{R}^{n}$ and there exist locally bounded functions $m_{k} \in L_{\text {loc }}^{\infty}([0, \infty))$, $k \in \mathbb{N}$ such that $\|f(t, x)\| \leq m_{k}(t)$ for a.a. $t \geq 0$ and for all $x \in Q_{k}$.
Now we prove the first global finite-time stability theorem of the solution to the differential equation (1.1).
Theorem 3.3. Let $V:[0, \infty) \times \mathbb{R}^{n} \rightarrow[0, \infty)$ specified in Assumption 2.4 with $G=\mathbb{R}^{n}$ for the differential equation (1.1) be a continuous function satisfying conditions (2.1), (2.2) and (2.4), the function $c:[0, \infty) \rightarrow[0, \infty)$ be of class $\mathcal{P}$ and $\alpha \in(0,1)$ be such that

$$
\begin{equation*}
\dot{V}(t, x)+c(t)(V(t, x))^{\alpha} \leq 0 \quad \text { for } t \in[0, \infty) \backslash \Gamma \text { and } x \in \mathbb{R}^{n} \backslash\{0\}, \tag{3.1}
\end{equation*}
$$

where $\Gamma \subseteq[0, \infty)$ is some set of measure zero. Then the origin for the differential equation (1.1) is globally finite-time stable.

Proof. Let us see that inequality (3.1) implies (2.3) for $t \in[0, \infty) \backslash \Gamma$ and $x \in \mathbb{R}^{n} \backslash\{0\}$. Let us take any $t_{0} \geq 0, x_{0} \in \mathbb{R}^{n} \backslash\{0\}$ and $\varphi \in \mathcal{S}_{t_{0}, x_{0}}, \varphi:\left[t_{0}, b\right) \rightarrow \mathbb{R}^{n}$, where $b \in\left(t_{0}, \infty\right) \cup\{\infty\}$. From Proposition 2.8, for any $x_{0}$ and any solution $\varphi$ we know that the function $t \mapsto V(t, \varphi(t))$ is nonincreasing in $\left[t_{0}, b\right)$. From assumption, for all $t \in\left[t_{0}, b\right)$ we have $0 \leq K(\|\varphi(t)\|) \leq$ $V(t, \varphi(t)) \leq V\left(t_{0}, x_{0}\right)$. Hence, because the function $K$ is increasing and satisfies $K(R) \underset{R \rightarrow \infty}{\longrightarrow} \infty$, then there exists $M>0$ such that for all $t \in\left[t_{0}, b\right)$ a solution $\varphi$ to the differential equation (1.1) satisfies condition

$$
\begin{equation*}
\|\varphi(t)\| \leq M \tag{3.2}
\end{equation*}
$$

That means that there exists $k \in \mathbb{N}$ such that $\varphi(t) \in \operatorname{int} Q_{k}$ for $t \in\left[t_{0}, b\right)$ and using Assumption 3.2, from the a priori estimation theorem we get $b=\infty$.

Based on conditions (2.6) and (3.1) we receive

$$
\begin{equation*}
D^{+} v_{\varphi}(s) \leq-c(s)(V(s, \varphi(s)))^{\alpha} \quad \text { for a.a. } s \in\left[t_{0}, \infty\right) . \tag{3.3}
\end{equation*}
$$

Let us apply Comparison Lemma (see Theorem 2.18) to inequality (3.3) and the function $v_{\varphi}$. Then, because of the condition (2.4), from Lemma 2.7, $D^{+} v_{\varphi}$ takes finite values outside some countable set, then taking into account solutions of the Cauchy problem (2.7)-(2.8) and the fact that the function $V$ is nonnegative, we receive

$$
0 \leq v_{\varphi}(s) \leq \mu_{t_{0}, V\left(t_{0}, x_{0}\right)}(s) \quad \text { for } s \in\left[t_{0}, t_{c, V\left(t_{0}, x_{0}\right)}\right),
$$

where $v_{\varphi}$ is specified in (2.5), $\mu_{t_{0}, V\left(t_{0}, x_{0}\right)}$ given in (2.10) is a solution to the differential equation (2.7) with initial condition (2.8), where $z=V\left(t_{0}, x_{0}\right)$ and $t_{c, V\left(t_{0}, x_{0}\right)}$ is given by (2.9). Then $v_{\varphi}\left(t_{0}\right)=V\left(t_{0}, \varphi\left(t_{0}\right)\right)=V\left(t_{0}, x_{0}\right)=\mu_{t_{0}, V\left(t_{0}, x_{0}\right)}\left(t_{0}\right)$ and in consequence $\varphi(s)=0$ for $s \in\left[t_{c, V\left(t_{0}, x_{0}\right)}, \infty\right)$.

Hence, because $\varphi \in \mathcal{S}_{t_{0}, x_{0}}$ is arbitrary, we get that $T\left(t_{0}, x_{0}\right) \leq t_{c, V\left(t_{0}, x_{0}\right)}<\infty$.
In this paper, condition (3.1) which is satisfied by Lyapunov function, is weaken then the conditions given in [2], [7] and [8]. In (3.1) we use only measurable functions $c(t)$ which can take zero on sets of positive measure. In [2] instead of function $c(t)$ only a positive constant can be used. In [7] the function $h(t)$ which plays the role of function $c(t)$ in this paper must be greater than a positive constant and in [8] this function must be a.e. positive.

Theorem 3.4. Let us consider the following differential equation

$$
\begin{equation*}
x^{\prime}=f(t, x), \tag{3.4}
\end{equation*}
$$

where

$$
\begin{equation*}
f(t, x)=\eta(t, x)+\Psi(t, x) \tag{3.5}
\end{equation*}
$$

for $t \in[0, \infty), x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}, n \in \mathbb{N}, \eta:[0, \infty) \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ and $\Psi:[0, \infty) \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ are measurable in $t \in[0, \infty)$ for each fixed $x \in \mathbb{R}^{n}$ and continuous in $x \in \mathbb{R}^{n}$ for each fixed $t \in[0, \infty)$. Assume that for some $t \geq 0$ and $l \in \mathbb{N}$ there exist $L_{l}^{1 t}>0$ and $L_{l}^{2 t}>0$ such that $\|\eta(s, z)\| \leq$ $L_{l}^{1 t}$ and $\|\Psi(s, z)\| \leq L_{l}^{2 t}$ for $s \in[0, t]$ and $z \in \bar{B}(0, l)$. In addition assume that $\eta(t, 0)=0$ and $\Psi(t, 0)=0$ for $t \in[0, \infty)$. Let $\gamma:[0, \infty) \rightarrow[0, \infty)$ be of $\mathcal{P}$ class (see Definition 2.16) and denote $g(t)=\int_{0}^{t} \gamma(\tau) d \tau+1$. Let $\beta \in(0,2)$ and

$$
\begin{equation*}
\delta \geq 1, \quad \delta+\beta>2 \tag{3.6}
\end{equation*}
$$

Let $\Gamma \subseteq[0, \infty)$ be at most countable set of Lebesgue measure zero such that for all $t \in[0, \infty) \backslash \Gamma$ and $x \in \mathbb{R}^{n} \backslash\{0\}$ the inequalities $\langle x, \eta(t, x)\rangle \leq-\gamma(t) g(t)^{\frac{2 \delta+\beta-2}{\delta}}\|x\|^{\beta}$ and $\langle x, \Psi(t, x)\rangle \leq-\frac{\gamma(t)}{\delta g(t)}\|x\|^{2}$ hold and assume the existence of at most countable set $C \subseteq[0, \infty)$ such that for all $t \in(0, \infty) \backslash C$ there exists $\omega_{t} \in(0, t)$ such that $\left(t-\omega_{t}, t+\omega_{t}\right) \cap C=\varnothing$ and the function $\gamma$ is continuous in $\left(t-\omega_{t}, t+\omega_{t}\right)$.

With the above assumptions the origin for the differential equation (3.4) is globally finite-time stable. More precisely, for any initial conditions $(t, x) \in[0, \infty) \times\left(\mathbb{R}^{n} \backslash\{0\}\right)$ the settling-time function can be estimated by the formula

$$
T(t, x) \leq \inf \left\{\bar{t} \geq t: \delta \int_{t}^{\bar{t}} \gamma(\tau) d \tau=\frac{\left(g(t)\|x\|^{\delta}\right)^{1-\alpha}}{1-\alpha}\right\}, \quad \text { where } \alpha=\frac{\delta+\beta-2}{\delta} .
$$

Proof. It is easy to see that the function $f:[0, \infty) \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ defined in (3.5) satisfies Assumption 3.2. Indeed, according to the assumptions on functions $\eta$ and $\Psi$, the function $t \mapsto f(t, x)$ is measurable in $t \in[0, \infty)$ for each fixed $x \in \mathbb{R}^{n}$, the function $x \mapsto f(t, x)$ is continuous in $x \in \mathbb{R}^{n}$ for each fixed $t \in[0, \infty), f(t, 0)=0$ for $t \in[0, \infty)$ and $\|f(t, z)\| \leq m_{l}(t)$ for $t \in[0, \infty)$ and $z \in \bar{B}(0, l), l \in \mathbb{N}$, where $m_{l}(t)=L_{l}^{1 t}+L_{l}^{2 t}$.

We will show that the origin for the differential equation (3.4) is globally finite-time stable. For this purpose let us consider Lyapunov function $V(t, x)=g(t)\|x\|^{\delta}$, where $t \in[0, \infty), x \in$ $\mathbb{R}^{n}, g(t)=\int_{0}^{t} \gamma(\tau) d \tau+1$ and $\delta$ satisfy (3.6). By the definition of function $g$ and assumptions of function $\gamma$ we get immediately that

$$
\begin{equation*}
g(t) \geq 1 \quad \text { for } t \in[0, \infty) \tag{3.7}
\end{equation*}
$$

and for all $t \in(0, \infty) \backslash C$ there exists $g^{\prime}(t)=\gamma(t)$. The function $V(t, x)$ satisfies of course conditions (2.1) and (2.2). We will show that $V$ satisfies (2.4) and (3.1) which are also required in Theorem 3.3. Indeed:

- Take any $t \in(0, \infty) \backslash C$ and $x \neq 0$, where $C$ is at most countable set described above. There exists $\omega_{t} \in(0, t)$ such that $\left(t-\omega_{t}, t+\omega_{t}\right) \cap C=\varnothing$. Put $\varepsilon_{t x}=\min \left\{\omega_{t},\|x\|\right\}$. Then for all $z \in B\left(x, \varepsilon_{t x}\right)$ we get $\|z\| \leq\|x\|+\varepsilon_{t x}$. From [14, Proposition 1.87, p. 90] it follows that

$$
\hat{\partial} V(s, z)=\{\nabla V(s, z)\}=\left\{\left(\gamma(s)\|z\|^{\delta}, \delta g(s)\|z\|^{\delta-2} z\right)\right\} .
$$

Since $\gamma \in \mathcal{P}$, there exists $L_{t x}>0$ such that $\gamma(\tau) \in\left[0, L_{t x}\right]$ for $\tau \in\left(t-\varepsilon_{t x}, t+\varepsilon_{t x}\right)$ what immediately follows the inequalities $|g(s)| \leq s L_{t x}+1 \leq\left(t+\varepsilon_{t x}\right) L_{t x}+1$ for $s \in$ $\left(t-\varepsilon_{t x}, t+\varepsilon_{t x}\right)$. Hence, for $z \in B\left(x, \varepsilon_{t x}\right)$ and $s \in\left(t-\varepsilon_{t x}, t+\varepsilon_{t x}\right)$ we get

$$
\begin{aligned}
& \left\|\left(\gamma(s)\|z\|^{\delta}, \delta g(s)\|z\|^{\delta-2} z\right)\right\| \\
& \quad \leq \sqrt{\left(\left(L_{t x}\left(\|x\|+\varepsilon_{t x}\right)\right)^{2}+\left(\delta\left(\left(t+\varepsilon_{t x}\right) L_{t x}+1\right)\right)^{2}\right)\left(\|x\|+\varepsilon_{t x}\right)^{2(\delta-1)}} .
\end{aligned}
$$

Therefore the condition (2.4) is satisfied for $C$ and $\varepsilon_{t x}$ given above and

$$
P_{t x}=\sqrt{\left(\left(L_{t x}\left(\|x\|+\varepsilon_{t x}\right)\right)^{2}+\left(\delta\left(\left(t+\varepsilon_{t x}\right) L_{t x}+1\right)\right)^{2}\right)\left(\|x\|+\varepsilon_{t x}\right)^{2(\delta-1)}} .
$$

- Put $\tilde{\Gamma}=\Gamma \cup C \cup\{0\}$. Of course this set is measure zero. For any $t \in[0, \infty) \backslash \tilde{\Gamma}$ and $x \neq 0$ we receive

$$
\begin{aligned}
\dot{V}(t, x) & =\limsup _{\substack{h \rightarrow 0^{+} \\
w \rightarrow f(t, x)}} \frac{V(t+h, x+h w)-V(t, x)}{h} \\
& =\limsup _{\substack{h \rightarrow 0^{+} \\
w \rightarrow f(t, x)}} \frac{g(t+h)\|x+h w\|^{\delta}-g(t)\|x\|^{\delta}}{h} \\
& =\lim _{\substack{h \rightarrow 0^{+} \\
w \rightarrow f(t, x)}} \frac{(g(t+h)-g(t))\|x+h w\|^{\delta}}{h}+\lim _{\substack{h \rightarrow 0^{+} \\
w \rightarrow f(t, x)}} \frac{g(t)\left(\|x+h w\|^{\delta}-\|x\|^{\delta}\right)}{h} \\
& \leq \gamma(t)\|x\|^{\delta}+\delta g(t)\|x\|^{\delta-2}\left(-\gamma(t) g(t)^{\frac{2 \delta+\beta-2}{\delta}}\|x\|^{\beta}-\frac{\gamma(t)}{\delta g(t)}\|x\|^{2}\right) \\
& =-\delta \gamma(t) g(t)^{\frac{3 \delta+\beta-2}{\delta}\|x\|^{\delta+\beta-2} .}
\end{aligned}
$$

From above, for $t \in[0, \infty) \backslash \tilde{\Gamma}$ and $x \in \mathbb{R}^{n} \backslash\{0\}$ we receive that

$$
\dot{V}(t, x) \leq-\delta \gamma(t) g^{2}(t)\left(g(t)\|x\|^{\delta}\right)^{\frac{\delta+\beta-2}{\delta}}=-c(t)(V(t, x))^{\alpha},
$$

where

$$
\begin{equation*}
c(t)=\delta \gamma(t) g^{2}(t) \tag{3.8}
\end{equation*}
$$

and $\alpha=\frac{\delta+\beta-2}{\delta} \in(0,1)$.
Since

$$
\begin{equation*}
g(\tau) \geq 1, \quad \tau \in[0, \infty) \tag{3.9}
\end{equation*}
$$

then

$$
\int_{0}^{t} c(\tau) d \tau=\int_{0}^{t} \delta \gamma(\tau) g^{2}(\tau) d \tau \geq \delta \int_{0}^{t} \gamma(\tau) d \tau \underset{t \rightarrow \infty}{\longrightarrow} \infty
$$

and therefore $c \in \mathcal{P}$.
So, from Theorem 3.3 it follows that the origin for the differential equation (3.4) is globally finite-time stable.

We can estimate the settling-time function. For any $t \geq 0$ and $x \neq 0$ and from inequality (3.9), the settling-time function $T$ satisfies

$$
T(t, x) \leq \inf \left\{\bar{t} \geq t: \delta \int_{t}^{\bar{t}} \gamma(\tau) d \tau=\frac{\left(g(t)\|x\|^{\delta}\right)^{1-\alpha}}{1-\alpha}\right\} .
$$

In the example given below the formula estimating precisely enough of the settling-time function is given.

Example 3.5. Let us consider the following differential equation

$$
\begin{equation*}
x^{\prime}=f(t, x) \tag{3.10}
\end{equation*}
$$

where

$$
f(t, x)=\left(f_{1}\left(t, x_{1}\right), \ldots, f_{n}\left(t, x_{n}\right)\right),
$$

$$
f_{i}\left(t, x_{i}\right)= \begin{cases}0, & t \in\left[k-\frac{1}{2^{2 m}}, k-\frac{1}{2^{2 m+1}}\right), \\ -\gamma(t) g(t)^{\frac{7}{4}} \operatorname{sgn}\left(x_{i}\right)\left|x_{i}\right|^{\frac{1}{2}}-\frac{\gamma(t)}{2 g(t)} x_{i}, & t \in\left[k-\frac{1}{2^{2 m+1}}, k-\frac{1}{2^{2 m+2}}\right)\end{cases}
$$

for $x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}, i=1, \ldots, n, k=1,2, \ldots, m=0,1, \ldots$, where

$$
\gamma(t)= \begin{cases}0, & t \in\left[k-\frac{1}{2^{2 m}}, k-\frac{1}{2^{2 m+1}}\right),  \tag{3.11}\\ 1, & t \in\left[k-\frac{1}{2^{2 m+1}}, k-\frac{1}{2^{2 m+2}}\right)\end{cases}
$$

for $k=1,2, \ldots, m=0,1, \ldots$ and

$$
\begin{equation*}
g(t)=\int_{0}^{t} \gamma(\tau) d \tau+1 \geq 1 \quad \text { for } t \in[0, \infty) . \tag{3.12}
\end{equation*}
$$

Let us see that $\gamma \in \mathcal{P}$ and that this function is continuous in every point of the set $(0, \infty) \backslash C$, where $C=\left\{k-\frac{1}{2^{m}}: k=1,2, \ldots, m=0,1, \ldots\right\}$ is countable and closed set.

Denote

$$
\begin{gathered}
\eta(t, x)=\left(\eta_{1}\left(t, x_{1}\right), \ldots, \eta_{n}\left(t, x_{n}\right)\right), \\
\eta_{i}\left(t, x_{i}\right)= \begin{cases}0, & t \in\left[k-\frac{1}{2^{2 m}}, k-\frac{1}{2^{2 m+1}}\right), \\
-\gamma(t) g(t)^{\frac{7}{4}} \operatorname{sgn}\left(x_{i}\right)\left|x_{i}\right|^{\frac{1}{2}}, & t \in\left[k-\frac{1}{2^{2 m+1}}, k-\frac{1}{2^{2 m+2}}\right)\end{cases}
\end{gathered}
$$

and

$$
\begin{gathered}
\Psi(t, x)=\left(\Psi_{1}\left(t, x_{1}\right), \ldots, \Psi_{n}\left(t, x_{n}\right)\right), \\
\Psi_{i}\left(t, x_{i}\right)= \begin{cases}0, & t \in\left[k-\frac{1}{2^{2 m},}, k-\frac{1}{2^{2 m+1}}\right), \\
-\frac{\gamma(t)}{2 g(t)} x_{i}, & t \in\left[k-\frac{1}{2^{2 m+1}}, k-\frac{1}{2^{2 m+2}}\right)\end{cases}
\end{gathered}
$$

for $k=1,2, \ldots, m=0,1, \ldots$
Let $t_{1}>0$. Then, for any $t \in\left[0, t_{1}\right]$ we receive $|\gamma(t)| \leq 1$ and $|g(t)| \leq \frac{1}{3}\left\lfloor t_{1}+1\right\rfloor+1$. As a consequence, for any $t \in\left[0, t_{1}\right], z \in \bar{B}(0,\|x\|+l)$ and $l \in \mathbb{N}$ we receive

$$
\begin{aligned}
\|\eta(t, z)\| & =\left\|\left(-\gamma(t) g(t)^{\frac{7}{4}} \operatorname{sgn}\left(z_{1}\right)\left|z_{1}\right|^{\frac{1}{2}}, \ldots,-\gamma(t) g(t)^{\frac{7}{4}} \operatorname{sgn}\left(z_{n}\right)\left|z_{n}\right|^{\frac{1}{2}}\right)\right\| \\
& \leq\left(\frac{1}{3}\left\lfloor t_{1}+1\right\rfloor+1\right) \sqrt{\ln }
\end{aligned}
$$

and (because $g(t) \geq 1$ )

$$
\|\Psi(t, z)\|=\left\|\left(-\frac{\gamma(t)}{2 g(t)} z_{1}, \ldots,-\frac{\gamma(t)}{2 g(t)} z_{n}\right)\right\| \leq l \sqrt{n} .
$$

Let us see that for $k=1,2, \ldots, t \in\left[k-\frac{1}{2^{2 m+1}}, k-\frac{1}{2^{2 m+2}}\right)$ and $x \in \mathbb{R}^{n}$ we receive

$$
\langle x, \eta(t, x)\rangle=-\gamma(t) g(t)^{\frac{7}{4}} \sum_{i=1}^{n}\left(x_{i}^{2}\right)^{\frac{3}{4}} \leq=-\gamma(t) g(t)^{\frac{7}{4}}\|x\|^{\frac{3}{2}}
$$

and

$$
\begin{equation*}
\langle x, \Psi(t, x)\rangle=-\frac{\gamma(t)}{2 g(t)} \sum_{i=1}^{n} x_{i}^{2}=-\frac{\gamma(t)}{2 g(t)}\|x\|^{2} . \tag{3.14}
\end{equation*}
$$

For $k=1,2, \ldots, t \in\left[k-\frac{1}{2^{2 m}}, k-\frac{1}{2^{2 m+1}}\right), x \in \mathbb{R}^{n}$ we have $\gamma(t)=0$ and as a consequence the following inequalities hold

$$
\begin{equation*}
\langle x, \eta(t, x)\rangle=0 \tag{3.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\langle x, \Psi(t, x)\rangle=0 . \tag{3.16}
\end{equation*}
$$

From (3.13) and (3.15) and from (3.14) and (3.16) we receive that the functions $\eta$ and $\Psi$ satisfy conditions given in Theorem 3.4, with $\beta=\frac{3}{2}, \delta=2, C=\left\{k-\frac{1}{2^{m}}: k=1,2, \ldots\right.$, $m=0,1, \ldots\}$ and $\Gamma=\varnothing$. For these $\beta$ and $\delta$, from the formula (3.8) in the proof of Theorem 3.4

$$
\begin{aligned}
c(t) & = \begin{cases}0, & t \in\left[k-\frac{1}{2^{2 m}}, k-\frac{1}{2^{2 m+1}}\right), \\
2 \gamma(t) g^{2}(t), & t \in\left[k-\frac{1}{2^{2 m+1}}, k-\frac{1}{2^{2 m+2}}\right)\end{cases} \\
& =2 \gamma(t) g^{2}(t),
\end{aligned}
$$

for $t \geq 0$, where $\gamma$ and $g$ are given by the formula (3.11) and (3.12) respectively.
It is easy to see that $c \in \mathcal{P}$. As a consequence, from Theorem 3.4 the origin for the differential equation (3.10) is globally finite-time stable. The settling-time function satisfies $T(t, x) \leq t+2+6\left(\frac{1}{3} t+1 \frac{1}{3}\right)^{\frac{1}{4}}\|x\|^{\frac{1}{2}}$.

Below we prove the second global finite-time stability theorem. In the proof of this theorem global asymptotic stability is used. Therefore we must strengthen the assumptions which Lyapunov function should satisfy. We do this in the following assumption.

Assumption 3.6. Let us assume that all conditions from Assumption 2.4 are satisfied for $G=\mathbb{R}^{n}$ and for the continuous and negative function $\kappa$. Additionally assume that

$$
\begin{equation*}
\lim _{x \rightarrow 0} \sup _{t \geq 0} V(t, x)=0 \tag{3.17}
\end{equation*}
$$

Definition 3.7. We say that the origin for the differential equation (1.1) is globally asymptotically stable if it is stable and every solution $\varphi$ to the differential equation (1.1) can be extended to infinity and $\lim _{t \rightarrow \infty}\|\varphi(t)\|=0$.

Now we prove the global asymptotic stability theorem.
Theorem 3.8. If for the differential equation (1.1) there exists function $V$ satisfying Assumption 3.6, then the origin for this differential equation is globally asymptotically stable.

Proof. We know from Theorem 2.12 that the origin for the differential equation (1.1) is stable. We will show that the origin for this differential equation is globally asymptotically stable.

Let $\left(t_{0}, x_{0}\right)$ be any element from $[0, \infty) \times\left(\mathbb{R}^{n} \backslash\{0\}\right)$ and let $\varphi \in \mathcal{S}_{t_{0}, x_{0}}, \varphi:\left[t_{0}, b\right) \rightarrow \mathbb{R}^{n}$, $b \in\left(t_{0}, \infty\right) \cup\{\infty\}$, be any right-maximally defined solution to the differential equation (1.1). From (2.3) we know that the function $\dot{V}(t, x)$ is upperbounded by function $\kappa$ for $t \in[0, \infty) \backslash \Gamma$ and $x \in \mathbb{R}^{n} \backslash\{0\}$. As in Theorem 3.3 we receive that $b=\infty$. Moreover, there exists the limit $\beta=\lim _{t \rightarrow \infty} V(t, \varphi(t)) \geq 0$. We will show that $\beta=0$. Let us assume contrary that $\beta>0$. In this case there exists $\gamma>0$ such that $\|\varphi(t)\| \geq \gamma$ for $t \geq t_{0}$. Indeed, otherwise it would exist two possibilities. One of them is existence $\bar{t}$ and a sequence $\left(t_{n_{k}}\right)$ such that $t_{n_{k}} \rightarrow \bar{t}$ and $\varphi(\bar{t})=0$ and hence for $t \geq \bar{t}$ the condition $\varphi(t)=0$ it would be satisfy. Therefore $V(t, \varphi(t))=0$ for $t \geq \bar{t}$,
so $\beta=\lim _{t \rightarrow \infty} V(t, \varphi(t))=0$. The second case is existence of a sequence $\left(t_{n}\right), t_{n} \geq t_{0}, t_{n} \rightarrow \infty$ such that $\varphi\left(t_{n}\right) \rightarrow 0$ and $\beta=\lim _{n \rightarrow \infty} V\left(t_{n}, \varphi\left(t_{n}\right)\right) \leq \lim _{x \rightarrow 0} \sup _{t \geq t_{0}} V(t, x)=0$, what leads to contradiction in both cases with assumption that $\beta>0$. Therefore, if $\beta>0$, then there exists $\gamma>0$ such that to (3.2) $M \geq\|\varphi(t)\| \geq \gamma$ for all $t \geq t_{0}$. From the definition of the function $\kappa$ there exists a constant $L=\max \{\kappa(s): s \in[\gamma, M]\}<0$. Let $\left(t_{j}\right), t_{j}>t_{0}$, be any sequence such that $t_{j} \rightarrow \infty$. Of course $\left\|\varphi\left(t_{j}\right)\right\| \geq \gamma$. Because Assumption 3.6 implies Assumption 2.4, then from Proposition 2.9, for $j \in \mathbb{N}$, we receive $0<K(\gamma) \leq K\left(\left\|\varphi\left(t_{j}\right)\right\|\right) \leq V\left(t_{j}, \varphi\left(t_{j}\right)\right) \leq$ $V\left(t_{0}, \varphi\left(t_{0}\right)\right)+\int_{t_{0}}^{t_{j}} \kappa(\|\varphi(\tau)\|) d \tau \leq V\left(t_{0}, \varphi\left(t_{0}\right)\right)+\int_{t_{0}}^{t_{j}} L d \tau=V\left(t_{0}, \varphi\left(t_{0}\right)\right)+L\left(t_{j}-t_{0}\right) \underset{j \rightarrow \infty}{\longrightarrow}-\infty$, what is impossible due to condition $V\left(t_{j}, \varphi\left(t_{j}\right)\right) \geq K\left(\left\|\varphi\left(t_{j}\right)\right\|\right)>0$. Hence $\beta=0$, what means that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} V(t, \varphi(t))=0 . \tag{3.18}
\end{equation*}
$$

We will show that from (3.18) follows that $\varphi(t) \underset{t \rightarrow \infty}{\longrightarrow} 0$. Let us assume that the function $\varphi(t)$ is not convergent to the origin, when $t \rightarrow \infty$. In this case there exist a sequence $t_{n} \rightarrow \infty$ and a constant $\gamma>0$ such that $\left\|\varphi\left(t_{n}\right)\right\| \geq \gamma$ for $n \in \mathbb{N}$. From the fact that $V\left(t_{n}, \varphi\left(t_{n}\right)\right) \geq$ $K\left(\left\|\varphi\left(t_{n}\right)\right\|\right)>0$ and the function $K$ is increasing we receive that $V\left(t_{n}, \varphi\left(t_{n}\right)\right) \geq K\left(\left\|\varphi\left(t_{n}\right)\right\|\right) \geq$ $K(\gamma)>0$. Hence, $\inf _{n \in \mathbb{N}} V\left(t_{n}, \varphi\left(t_{n}\right)\right) \geq K(\gamma)>0$, what is impossible due to condition (3.18). Then $\varphi(t) \underset{t \rightarrow \infty}{\longrightarrow} 0$. It shows that the origin for the differential equation (1.1) is globally asymptotically stable.

Let us see that in Theorem 3.3 the condition (3.1) is satisfied for $x$ from the whole space $\mathbb{R}^{n}$ (except the origin). Below we prove Theorem 3.9, in which the condition (3.1) can occur only in an arbitrarily small neighborhood of the origin $\Omega \backslash\{0\}, \Omega \subseteq \mathbb{R}^{n}$. In this case it is necessary to assume the right-uniqueness of solutions to the differential equation (1.1) and strengthening Assumption 2.4 - see condition (3.17) in Assumption 3.6.

Theorem 3.9. Let us assume that for the differential equation (1.1) there exists a continuous function $V:[0, \infty) \times \mathbb{R}^{n} \rightarrow[0, \infty)$ satisfying Assumption 3.6, the function $c:[0, \infty) \rightarrow[0, \infty)$ of $\mathcal{P}$ class, $\alpha \in(0,1)$, an open neighborhood of the origin $\Omega \subseteq \mathbb{R}^{n}$ and a set $\Gamma \subseteq[0, \infty)$ of Lebesgue measure zero such that condition (3.1) is satisfied on $([0, \infty) \backslash \Gamma) \times(\Omega \backslash\{0\})$.

In addition we assume that for any initial conditions from $[0, \infty) \times\left(\mathbb{R}^{n} \backslash\{0\}\right)$, differential equation (1.1) has the right-unique solutions in $[0, \infty) \times\left(\mathbb{R}^{n} \backslash\{0\}\right)$.

Then the origin for the differential equation (1.1) is globally finite-time stable.
Proof. Let $\eta>0$ be such that $\bar{B}(0, \eta) \subseteq \Omega$. Let us take any $t_{0} \geq 0$ and $x_{0} \in \mathbb{R}^{n} \backslash\{0\}$.
We denote by $\varphi_{t_{0}, x_{0}}$ the right-unique, right-maximally defined Carathéodory solution to the differential equation (1.1) satisfying $\varphi_{t_{0}, x_{0}}\left(t_{0}\right)=x_{0}$. From Theorem 3.8 there exists $t \geq t_{0}$ such that for a solution $\varphi_{t_{0}, x_{0}}$ to the differential equation (1.1), for all $s \geq t, \varphi_{t_{0}, x_{0}}(s) \in B(0, \eta) \subseteq \Omega$. Hence, from conditions (2.6) and (3.1) we receive

$$
\begin{equation*}
D^{+} v_{\varphi_{t_{0}, x_{0}}}(s) \leq-c(s)\left(V\left(s, \varphi_{t_{0}, x_{0}}(s)\right)\right)^{\alpha} \quad \text { for a.a. } s \in[t, \infty) . \tag{3.19}
\end{equation*}
$$

Apply the Comparison Lemma (see Theorem 2.18) to (3.19) and the function $v_{\varphi_{t_{0}, x_{0}}}$. Then, by condition (2.4) and Lemma 2.6, $D^{+} v_{\varphi}$ takes finite values outside some countable set, then having in mind solutions of the Cauchy problem (2.7)-(2.8) and the fact that the function $V$ is nonnegative we receive

$$
0 \leq v_{\varphi_{t_{0}, x_{0}}}(s) \leq \mu_{t, V\left(t, \varphi_{t_{0}, x_{0}}(t)\right)}(s) \quad \text { for } s \in\left[t, t_{c, V\left(t, \varphi_{t_{0}, x_{0}}(t)\right)}\right),
$$

where $v_{\varphi_{t_{0}, x_{0}}}$ is specified in (2.5), $\mu_{t, V\left(t, \varphi_{t_{0}, x_{0}}(t)\right)}$ given by (2.10) is a solution to the differential equation (2.7) with initial condition (2.8), where $z=V\left(t, \varphi_{t_{0}, x_{0}}(t)\right)$ and $t_{c, V\left(t, \varphi_{t_{0}, x_{0}}(t)\right)}$ is given by (2.9). We have $v_{\varphi_{t_{0}, x_{0}}}(t)=V\left(t, \varphi_{t_{0}, x_{0}}(t)\right)=\mu_{t, V\left(t, \varphi_{t_{0}, x_{0}}(t)\right)}$.

From (2.1) we get that $\varphi_{t_{0}, x_{0}}(s)=0$ for $s \in\left[t_{c, V\left(t, \varphi_{0}, x_{0}(t)\right.}, \infty\right)$. It means that $T\left(t_{0}, x_{0}\right)=$ $T\left(t, \varphi_{t_{0}, x_{0}}(t)\right)<\infty$.

Theorem 3.10. Let us consider the following differential equation

$$
\begin{equation*}
x^{\prime}=f(t, x) \tag{3.20}
\end{equation*}
$$

where

$$
\begin{equation*}
f(t, x)=\eta(t, x)+\Psi(t, x) \tag{3.21}
\end{equation*}
$$

for $t \in[0, \infty), x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}, n \in \mathbb{N}, \eta:[0, \infty) \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ and $\Psi:[0, \infty) \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ are measurable for all $x \in \mathbb{R}^{n}$ with respect to $t \in[0, \infty)$ and continuous for all $t \in[0, \infty)$ with respect to $x \in \mathbb{R}^{n}$. Assume that for some $t \geq 0$ and $l \in \mathbb{N}$ there exist $L_{l}^{1 t}>0$ and $L_{l}^{2 t}>0$ such that $\|\eta(s, z)\| \leq L_{l}^{1 t}$ and $\|\Psi(s, z)\| \leq L_{l}^{2 t}$ for $s \in[0, t]$ and $z \in \bar{B}(0, l)$. In addition assume that $\eta(t, 0)=0$ and $\Psi(t, 0)=0$ for $t \in[0, \infty)$. Let $\gamma:[0, \infty) \rightarrow[0, \infty)$ be a continuous function satisfying $\gamma(t) \leq L_{1}, L_{1}>0, \gamma(t)>\varepsilon>0$ for $t \in[0, \infty)$. Let $\beta \in(0,2)$ and

$$
\begin{equation*}
\delta \geq 1, \quad \delta+\beta>2 \tag{3.22}
\end{equation*}
$$

Let $C \subseteq[0, \infty)$ be at most countable set such that for all $t \in(0, \infty) \backslash C$ there there exist $\omega_{t} \in(0, t)$ and $L_{2 t}>0$ such that $\left(t-\omega_{t}, t+\omega_{t}\right) \cap C=\varnothing$ and for all $s \in\left(t-\omega_{t}, t+\omega_{t}\right)$ there exists $\gamma^{\prime}(t)$ and $\left|\gamma^{\prime}(s)\right| \leq L_{2 t}$. In addition, for some set $\Gamma \subseteq[0, \infty)$ of Lebesgue measure zero, for all $t \in[0, \infty) \backslash \Gamma$, $\langle x, \Psi(t, x)\rangle \leq-\frac{2 \gamma^{\prime}(t)}{\delta \gamma(t)}\|x\|^{2}$ for $x \in \mathbb{R}^{n}$ and

$$
\langle x, \eta(t, x)\rangle \leq \begin{cases}-\rho \gamma(t)\|x\|^{\beta}, & x \in B(0,1) \\ -\rho \gamma(t)\|x\|^{2}, & x \in \mathbb{R}^{n} \backslash B(0,1)\end{cases}
$$

for some $\rho>0$.
With the above assumptions the origin for the differential equation (3.20) is globally finite-time stable.

Proof. It is easy to see that the function $f:[0, \infty) \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ defined in (3.21) satisfies Assumption 3.2.

Let us take Lyapunov function $V(t, x)=\gamma^{2}(t)\|x\|^{\delta}$, where $t \in[0, \infty), x \in \mathbb{R}^{n}$ and $\delta$ satisfies (3.22), which satisfies of course conditions (2.1) and (2.2). Take any $t \in[0, \infty) \backslash C$ and $x \neq 0$. By assumption on $C$ there exists $\omega_{t} \in(0, t)$ such that $\left(t-\omega_{t}, t+\omega_{t}\right) \cap C=\varnothing$ and put

$$
\varepsilon_{t x}= \begin{cases}\min \left\{\omega_{t}, 1\right\}, & t \in[0, \infty), x \in B(0,1) \\ \min \left\{\omega_{t},\|x\|\right\}, & t \in[0, \infty), x \in \mathbb{R}^{n} \backslash B(0,1)\end{cases}
$$

Hence, similarly as in Theorem 3.4

$$
P_{t x}=\sqrt{\left(\left(2 L_{1} L_{2 t}\left(\|x\|+\varepsilon_{t x}\right)\right)^{2}+\delta^{2} L_{1}^{4}\right)\left(\|x\|+\varepsilon_{t x}\right)^{2(\delta-1)}} .
$$

We only need to calculate $\dot{V}$ and check the additional condition (3.17).

Put $\tilde{\Gamma}=\Gamma \cup C \cup\{0\}$ which is still of course of measure zero. For all $t \in[0, \infty) \backslash \tilde{\Gamma}$ and $x \in B(0,1)$ we receive

$$
\begin{align*}
\dot{V}(t, x) & =\underset{\substack{h \rightarrow 0^{+} \\
w \rightarrow f(t, x)}}{ } \frac{\gamma^{2}(t+h)\|x+h w\|^{\delta}-\gamma^{2}(t)\|x\|^{\delta}}{h} \\
& \leq 2 \gamma(t) \gamma^{\prime}(t)\|x\|^{\delta}+\delta \gamma^{2}(t)\|x\|^{\delta-2}\left(-\rho \gamma(t)\|x\|^{\beta}-\frac{2 \gamma^{\prime}(t)}{\delta \gamma(t)}\|x\|^{2}\right) \\
& =-\rho \delta \gamma^{3}(t)\|x\|^{\delta+\beta-2}=-c(t)(V(t, x))^{\alpha}, \tag{3.23}
\end{align*}
$$

where $c(t)=\rho \delta \gamma(t)^{\frac{\delta-2 \beta+4}{\delta}}$ is certainly of class $\mathcal{P}$ and $\alpha=\frac{\delta+\beta-2}{\delta} \in(0,1)$.
For all $t \in[0, \infty) \backslash \tilde{\Gamma}$ and $x \in \mathbb{R}^{n} \backslash B(0,1)$ we receive (similarly as above)

$$
\begin{align*}
\dot{V}(t, x) & \leq 2 \gamma(t) \gamma^{\prime}(t)\|x\|^{\delta}+\delta \gamma^{2}(t)\|x\|^{\delta-2}\left(-\rho \gamma(t)\|x\|^{2}+\frac{-2 \gamma^{\prime}(t)}{\delta \gamma(t)}\|x\|^{2}\right) \\
& =-\rho \delta \gamma^{3}(t)\|x\|^{\delta} . \tag{3.24}
\end{align*}
$$

From (3.23) and (3.24) we receive that condition (2.3) is satisfied for

$$
\kappa(r)= \begin{cases}-\rho \delta \varepsilon^{3} r^{\delta+\beta-2}, & r \in[0,1), \\ -\rho \delta \varepsilon^{3} r^{\delta}, & r \geq 1 .\end{cases}
$$

It is obvious that $\kappa:[0, \infty) \rightarrow(-\infty, 0)$ is continuous.
From the fact that function $\gamma$ is bounded we receive

$$
\lim _{x \rightarrow 0} \sup _{t \geq 0} V(t, x)=\lim _{x \rightarrow 0} \sup _{t \geq 0} \gamma^{2}(t)\|x\|^{\delta}=0 .
$$

From Theorem 3.9 we receive that the origin for the differential equation (3.20) is globally stable in finite-time.

Example 3.11. Let us consider the following differential equation

$$
\begin{equation*}
x^{\prime}=f(t, x), \tag{3.25}
\end{equation*}
$$

where $f: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ is given by the formula

$$
f(t, x)= \begin{cases}-(-\sin t+\varepsilon+1) x+\frac{\cos t}{-\sin t+\varepsilon+1} x, & t \in[0, \infty), x \in(-\infty,-1] \cup[1, \infty), \\ -(-\sin t+\varepsilon+1) \operatorname{sgn}(x)|x|^{\frac{1}{2}}+\frac{\cos t}{-\sin t+\varepsilon+1} x, & t \in[0, \infty), x \in(-1,1)\end{cases}
$$

for $\varepsilon>0$. Put $\gamma(t)=-\sin t+\varepsilon+1 \geq \varepsilon>0, f(t, x)=\eta(t, x)+\Psi(t, x)$, where for $t \in[0, \infty)$ and $x \in \mathbb{R}, \Psi(t, x)=\frac{\cos t}{\gamma(t)} x$ and

$$
\eta(t, x)= \begin{cases}-\gamma(t) x, & t \in[0, \infty), x \in(-\infty,-1] \cup[1, \infty), \\ -\gamma(t) \operatorname{sgn}(x)|x|^{\frac{1}{2}}, & t \in[0, \infty), x \in(-1,1)\end{cases}
$$

For $t \in[0, \infty)$ and $x \in \mathbb{R}$ it is easy to see that $x \Psi(t, x)=-\frac{\gamma^{\prime}(t)}{\gamma(t)}\|x\|^{2}$ and

$$
x \eta(t, x)= \begin{cases}-\gamma(t)\|x\|^{2}, & t \in[0, \infty), x \in(-\infty,-1] \cup[1, \infty), \\ -\gamma(t)\|x\|^{\frac{3}{2}}, & t \in[0, \infty), x \in(-1,1) .\end{cases}
$$

Hence the function $f$ defined above satisfies all assumptions of Theorem 3.10 with $\beta=\frac{3}{2}$, $\delta=2, \rho=1, \Gamma=\{0\}$ and $C=\varnothing$.

From Theorem 3.10 the origin for the differential equation (3.25) is globally stable in finitetime.

Remark 3.12. Let us take Lyapunov function for the differential equation (3.25) of the form $V(t, x)=\gamma^{2}(t)\|x\|^{\delta}$ like in Theorem 3.10 where $t \in[0, \infty), x \in \mathbb{R}^{n}, \gamma(t)=-\sin t+\varepsilon+1$ and $\delta=2$.

For $t \in[0, \infty)$ and $x \in \mathbb{R}^{n} \backslash B(0,1)$ we have

$$
\begin{equation*}
\dot{V}(t, x)=-2(-\sin t+\varepsilon+1)^{3}\|x\|^{2} \tag{3.26}
\end{equation*}
$$

For $t \in[0, \infty)$ and $x \in B(0,1)$ we receive

$$
\dot{V}(t, x)=-2(-\sin t+\varepsilon+1)^{3}\|x\|^{\frac{3}{2}}=-c(t)(V(t, x))^{\alpha}
$$

where $c(t)=2(-\sin t+\varepsilon+1)^{\frac{3}{2}}$ and $\alpha=\frac{3}{4}$.
From Theorem 3.10 we know that the origin for the differential equation (3.25) is globally finite-time stable. However, let us observe that we can not use Theorem 3.4 because condition (3.1) is not satisfied for $x \in \mathbb{R}^{n} \backslash B(0,1)$ - see (3.26) (it is true only on some neighborhood of the origin).

## References

[1] A. Bacciotti, L. Rosier, Liapunov function and stability in control theory, 2nd edition, Springer, London, 2001. https://doi.org/10.1007/b139028; MR2146587
[2] S. P. Bhat, D. S. Bernstein, Finite-time stability of continuous autonomous systems, SIAM J. Control Optim. 38(2000), No. 3, 751-766. https://doi.org/10.1137/ S0363012997321358; MR1756893; Zbl 0945.34039
[3] F. Clarke, Y. S. Ledyaev, R. J. Stern, Asymptotic stability and smooth Lyapunov functions, J. Differential Equations 149(1998), 69-114. https://doi.org/10.1006/jdeq. 1998. 3476; MR1643670; Zbl 0907.34013
[4] E. A. Coddington, N. Levinson, Theory of ordinary differential equations, McGraw-Hill Book Company, Inc., New York, Toronto, London, 1955. MR0069338
[5] M. Errebii, I. Ellouze, M. A. Hammami, Exponential convergence of nonlinear timevarying differential equations, J. Contemp. Math. Anal. 50(2015), No. 4, 167-175. https: //doi.org/10.3103/S1068362315040020; MR3444449; Zbl 1341.34058
[6] M. Grzanek, A. Michalak, A. Rogowski, A nonsmooth Lyapunov function and stability for ODE's of Carathéodory type, Nonlinear Anal. 69(2008), 337-342. https : //doi . org/10. 1016/j.na.2007.05.022; MR2417876; Zbl 1152.34031
[7] Z. Guo, L. Huang, Generalized Lyapunov method for discontinuous systems, Nonlinear Anal. 71(2009), 3083-3092. https://doi.org/10.1016/j.na.2009.01.220; MR2532833; Zbl 1182.34008
[8] W. M. Haddad, S. G. Nersesov, L. Du, Finite-time stability for time-varying nonlinear dynamical systems, in: Advances in nonlinear analysis: theory, methods and applications, Math. Probl. Eng. Aerosp. Sci., Vol. 3, Cambridge Scientific Publishers, 2009, pp. 137-147. https://doi.org/10.1109/ACC. 2008.4587141; MR2777391
[9] X. Huang, W. Lin, B. Yang, Global finite-time stabilization of a class of uncertain nonlinear systems, Automatica J. IFAC 41(2005), 881-888. https://doi.org/10.1016/j. automatica.2004.11.036; MR2157720; Zbl 1098.93032
[10] Y. S. Ledyaev, E. D. Sontag, A Lyapunov characterization of robust stabilization, Nonlinear Anal. 37(1999), 813-840. https://doi.org/10.1016/S0362-546X (98)00075-3; MR1695080; Zbl 0947.34054
[11] S. Łojasiewicz, An introduction to the theory of real functions, A Wiley-Interscience Publication, John Wiley \& Sons, Ltd., Chichester, 1988. MR0952856; Zbl 0653.26001
[12] W. Lu, X. Liu, T. Chen, A note on finite-time and fixed-time stability, Neural Netw. 81(2016), 11-15. https://doi.org/10.1016/j.neunet.2016.04.011
[13] R. Matusik, A. Rogowski, Finite-time stability of a differential equation with discontinuous right-hand side, submitted.
[14] B. S. Mordukhovich, Variational analysis and generalized differentiation. I, Grundlehren der mathematischen Wissenschaften, Springer, Berlin, 2006. https://doi.org/10.1007/ 3-540-31247-1; MR2191745; Zbl 1100.49002
[15] A. Rogowski, Extended comparison lemma in stability of ODE, in preparation.


[^0]:    ${ }^{\boxtimes}$ Corresponding author. Email: arogow@math.uni.lodz.pl

