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Abstract. The concepts of persistent and weakly persistent centers were introduced in
2009 and the same concept was applied in the study of some families of differential
equations in 2013. Such concept was generalized for complex planar differential sys-
tems in 2014. In this paper we extend the notion of persistent center to a linearizable
persistent center and a linearizable weakly persistent center. Using the methods and al-
gorithms of computational algebra we characterize the planar cubic differential system
having linearizable persistent and linearizable weakly persistent centers at the origin.
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1 Introduction

In the qualitative theory of differential systems there are many important open problems, for
instance, the existence and number of limit cycles bifurcating from periodic orbits or singular
points, problem of distinguishing between center and focus, linearizability problem, problem
of critical periods etc. One of demanding problems is also characterizing centers and lineariz-
able centers for a given planar polynomial differential system. A center of an analytic system
is called a linearizable center if and only if there is an analytic change of coordinates which
brings the original system to a linear system. To obtain conditions for linearizable centers one
can compute the so called linearizability quantities whose vanishing ensures necessary and
sufficient conditions for a center being linearizable (see Section 2 for more details). In spite
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of the capability of nowadays computers only the first few linearizability quantities can be
computed. The problem also becomes more difficult with increasing of the number of param-
eters of the considered system. Thus, linearizability problem as well as also center problem
only for some special families of polynomial systems have been investigated (see for instance
[2, 3, 7, 9–15, 18, 27, 28, 30, 31]).

In [4] the authors generalize the concept of a center by introducing the concept of persistent
and weakly persistent centers for real differential systems. Such kind of problem is equivalent
to find the systems with centers which are structurally stable under perturbations inside the
same class of systems (i.e. polynomial systems, analytic systems, smooth systems, etc). The
same concept also appears in [5] in the study of some Abel equations. In [3] the authors
generalized the notion of persistent center and weakly persistent center to complex planar
differential systems and found all conditions to get a persistent center in planar cubic systems
and all conditions to get a weakly persistent center for complex cubic Lotka–Volterra system.

In this paper we introduce the concepts of linearizable persistent and linearizable weakly
persistent centers and find necessary and sufficient conditions for planar cubic systems to
have a linearizable persistent center. We also present the necessary and sufficient conditions
for the existence of a linearizable weakly persistent center for the family of systems which
define a kind of a generalization of the Kolmogorov systems.

2 Preliminaries

For planar analytic differential systems of the form

u̇ = −v + P (u, v) , v̇ = u + Q (u, v) , (2.1)

where u, v ∈ R and P, Q are analytic functions whose series expansions start from degree
at least two, it is well-known that the origin can be either a focus or a center. The problem
to distinguish between a center or a focus is called the center-focus problem. The origin
O = (0, 0) is called a center of system (2.1) if it is surrounded by a family of periodic orbits.
By the Poincaré–Lyapunov theorem [20, 25] O is a center of (2.1) if and only if it admits a first
integral of the form

Φ(u, v) = u2 + v2 + ∑
j+k≥3

φj,kujvk.

One of the main difficulties in the study of the center problem comes from the complexity
in computing the irreducible decomposition of the affine variety* of the ideal generated by the
Lyapunov quantities, which are the coefficients of the Poincaré first return map (see e.g. [29]).
Since it is easier to study complex varieties than real ones it is common to complexify the real
system as follows. First setting x = u + iv from system (2.1) we obtain the equation

ẋ = ix + F (x, x) , (2.2)

where i =
√
−1, and F(x, x) = (P + iQ)((x + x)/2, (x − x)/2i). Adjoining to equation (2.2)

its complex conjugate we get the system

ẋ = ix + F (x, x) , ẋ = −ix + F (x, x).

*The affine variety of an ideal I = 〈 f1, . . . , fs〉 ∈ k[x1, . . . , xn], where k is a field is the set V(I) = {a =
(a1, . . . , an) ∈ kn : f j(a) = 0 for each f j ∈ I}.
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Consider y := x as a new variable and G = F (x, x) as a new function we obtain a system of
two complex differential equations which we write in the form

ẋ = ix + F (x, y) , ẏ = −iy + G (x, y) , (2.3)

where x, y ∈ C and F and G are analytic complex functions whose series expansions start
from terms of degree at least two.

The next definition is natural in view of the Poincaré–Lyapunov theorem and the complex-
ification procedure described above.

Definition 2.1 ([29]). System (2.3) has a complex center at the origin if it admits an analytic
first integral of the form

Ψ(x, y) = xy + ∑
j+k≥3

ϕj,kxjyk. (2.4)

There are several generalizations of the classical center-focus problem. One of these no-
tions is the following. The singular point O in a complex systems of the form

ẋ = px + P(x, y), ẏ = −qy + Q(x, y),

where x, y ∈ C, p, q ∈ N, and P, Q ∈ C [x, y] is called a p : −q resonant center if there exists a
local analytic first integral of the form

Φ(x, y) = xqyp + ∑
j+k>p+q+1

φj−q,k−pxjyk.

Some results for p : −q resonant centers can be found in [2,9,10,12,13,21,22,28,33]. A different
approach to similar systems is presented in [26]. Some other generalizations are discussed also
in [11] and [23]. The classical center-focus problem for a class of cubic systems was recently
considered in [31].

Another generalization of the concept of center to real system was presented by [4].

Definition 2.2 ([4]). The origin of (2.2) is a persistent center (respectively, weakly persistent
center) if it is a center for

ẋ = ix + λF (x, x) , x ∈ C

for all λ ∈ C (respectively, λ ∈ R).

Such concept was extended to the complex case by [3].

Definition 2.3 ([3]). The origin of (2.3) is a persistent center (respectively, weakly persistent
center) if it is a center for

ẋ = ix + λF (x, y) , ẏ = −iy + µG (x, y) , x, y ∈ C (2.5)

for all λ, µ ∈ C (respectively, λ = µ ∈ C).

In [4] authors found some general systems of type (2.2) where the origin is a persistent
center: a) ẋ = ix + Ax2 + Cx2 (quadratic), b) ẋ = ix + F (x), with F (0) = F′ (0) = 0 (holomor-
phic), c) ẋ = ix + F (x), with F (0) = F′ (0) = 0 (Hamiltonian), d) ẋ = ix + xxF (x) (separated),
and e) ẋ = ix + BxkxlΨ (xx), with k 6= l + 1 (reversible), where A, B, C ∈ C and Ψ a real an-
alytic function such that the series expansion for xkxlΨ (xx) starts with second order terms.
Furthermore, for some special cases of (2.2), where

F (x, x) = Ax2 + Bxx + Cx2 + Dx3 + Ex2x + Fxx2 + Gx3,
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the origin is proven to be a persistent center (see [4, Theorem 1.2]). This result was generalized
in [3] to systems (2.3), see [3, Theorem 2.2].

If the singular point at the origin of system (2.1) is known to be a center we say that this
center is isochronous if all periodic solutions of (2.1) in a neighbourhood of the origin have the
same period. Moreover, system (2.1) is said to be linearizable if there is an analytic change of
coordinates

u = u1 + Z(u1, v1), v = v1 + W(u1, v1),

that reduces (2.1) to the canonical linear center

u̇1 = −v1, v̇1 = u1.

Of course that there are similar definition for complex systems (2.3). The following theorem
(see e.g. [29] for the details) shows us that there is an intimate relation between linearizability
and isochronicity.

Theorem 2.4. Assume that the origin of (2.1) is a center. Then the origin is an isochronous center if
and only if system (2.1) is linearizable.

It follows from Theorem 2.4 that solving the isochronicity problem is equivalent to solving
the linearizability problem which is, from a computational point of view, much simpler.

Generalizing these concepts we introduce some new definitions concerning linearizability
of persistent and weakly persistent centers of complex system (2.3).

Definition 2.5. The origin O is called an linearizable persistent center of system (2.3) if it is a
persistent center and there exists an analytic change of coordinates of the form

x = x1 + ∑
j+k≥2

cj,kxj
1yk

1, y = y1 + ∑
j+k≥2

dj,kxj
1yk

1,

that reduces (2.5) to the system
ẋ1 = ix1, ẏ1 = −iy1 (2.6)

for all λ, µ ∈ C.

Definition 2.6. The origin O is called a linearizable weakly persistent center of system (2.3) if it is
a weakly persistent center and system (2.5) is linearizable for all λ, µ ∈ C.

The main goal of this paper is to study the linearizability of some planar cubic differen-
tial systems. In Section 3 some computational techniques for the linearizability of persistent
centers and wealky persistent centers are given. Applying these techniques and some other
ideas, in Section 4 we present two main results. First, in Subsection 4.1 we give the necessary
and sufficient conditions for the existence of an linearizable persistent center for the family of
systems of the form

ẋ = ix + a20x2 + a11xy + a02y2 + a30x3 + a21x2y + a12y2x + a03y3,

ẏ = − iy + b20x2 + b11xy + b02y2 + b30x3 + b21x2y + b12y2x + b03y3,
(2.7)

and then, in Subsection 4.2 we present the necessary and sufficient conditions for the existence
of an linearizable weakly persistent center for the family of systems which define a kind of
a generalization of the Kolmogorov systems (which we call “semi-Kolmogorov” systems), i.e.
systems of the form

ẋ = ix + x
(
a20x + a11y + a30x2 + a21xy + a12y2) ,

ẏ = − iy + b20x2 + b11xy + b02y2 + b30x3 + b21x2y + b12xy2 + b03y3.
(2.8)
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3 Linearizability of persistent centers

In this section a general approach used to study the classical linearizability problem and the
linearizability problem for persistent centers and weakly persistent centers for complex sys-
tems (2.3) is described. There are different algorithms to find the necessary conditions for lin-
earizability (see e.g. [7,27,29]). Here we present a brief description of one of these algorithms.
The first step is the calculation of the linearizability quantities, denoted by ik and jk, which
are polynomials in coefficients of F (x, y) and G (x, y). For example, in case of (2.7) this means
ik, jk ∈ C [a, b], where a = (a20, a11, a02, a30, a21, a12, a03) and b = (b20, b11, b02, b30, b21, b12, b03).
For any polynomial system (2.3) we use the parameters notation (a, b) in a similar way. We
want to decide whether system (2.3) can be transformed into the linear system (2.6) by means
of the inverse linearizing transformation

x1 = x +
∞

∑
m+j=2

cm−1,j (a, b) xmyj, y1 = y +
∞

∑
m+j=2

dm−1,j (a, b) xmyj. (3.1)

If such a transformation exists, we say that the system is linearizable. Differentiation of each
part of (3.1) with respect to t, applying (2.3) and (2.6), and then equating the coefficients of
the terms xq1+1yq2 and xq1 yq2+1 yields the following recurrence formulae [29],

(q1 − q2) cq1,q1 =
q1+q2−1

∑
s1+s2=0

[
(s1 + 1) cs1,s2 aq1−s1 ,q2−s2 −s2cs1,s2 bq1−s1 ,q2−s2

]
, (3.2)

(q1 − q2) dq1,q1 =
q1+q2−1

∑
s1+s2=0

[
s1ds1,s2 aq1−s1 ,q2−s2 − (s2 + 1) ds1,s2 bq1−s1 ,q2−s2

]
, (3.3)

where s1, s2 ≥ −1, q1, q2 ≥ −1, q1 + q2 ≥ 0, c1,−1 = c−1,1 = d1,−1 = d−1,1 = 0, c0,0 = d0,0 = 1,
and we set ap,q = bp,q = 0 if p + q < 1. Using the recurrence formulae (3.2), (3.3) one can
compute the coefficients cq1,q2 , dq1,q2 , where q1 6= q2. For q1 = q2 = k the coefficients ck,k, dk,k
may be chosen arbitrary [29]. We set ck,k = dk,k = 0. The system is linearizable if and only if all
the polynomials for q1 = q2 = k ∈N on the right hand side of (3.2), called ik, and on the right
hand side of (3.3), called jk, are equal to zero. The quantities ik and jk are called linearizability
quantities for polynomial system (2.3). This means that system (2.3) is linearizable if and only
if

ik (a, b) = jk (a, b) = 0, ∀k ∈N.

In the space of the parameters of a given polynomial family of systems (2.3) the set of all
linearizable systems is the affine variety of the ideal 〈i1, j1, i2, j2, . . .〉, i.e. V (〈i1, j1, i2, j2, . . .〉).

Now, we restrict our attention to the cubic polynomial systems (2.7) and its respective
family

ẋ = ix + λ
(
a20x2 + a11xy + a02y2 + a30x3 + a21x2y + a12y2x + a03y3) ,

ẏ =− iy + µ
(
b20x2 + b11xy + b02y2 + b30x3 + b21x2y + b12y2x + b03y3) .

(3.4)

Obviously for any fixed λ and µ one can compute ik = ik (λ, µ, a, b) and jk = jk (λ, µ, a, b) for
system (3.4) and obtain

ik = ∑
m,n

i(m,n)
k (a, b)λmµn, jk = ∑

m,n
j(m,n)
k (a, b)λmµn. (3.5)
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We look at these linearizability quantities as polynomials in λ and µ and denote the coeffi-
cient of λmµn as i(m,n)

k and j(m,n)
k for ik (λ, µ, a, b) and jk (λ, µ, a, b), respectively, and call it the

k(m,n)−th persistent linearizability quantity (according to ik and jk). If the origin is a linearizable
center of (3.4) for all λ, µ ∈ C, then it is by Definition 2.5 a linearizable persistent center of
(2.7).

Note, that by Theorem 2.1 of [3] one can always assume that λµ 6= 0 in (3.4). This gives
rise to define the following sets of polynomials

Lk =
{

i(m,n)
k , j(m,n)

k ; m, n ∈N0, m + n 6= 0
}

, k = 1, 2, 3, . . .

and the ideals

Lp : = 〈L1, L2, . . . , Lk, . . .〉 ,

Lp
k := 〈L1, L2, . . . , Lk〉 .

According to Definition 2.3 setting λ = µ to (2.5) one can consider the linearizability of a
possibly weakly persistent center. Now, one can consider ik (λ, a, b) and jk (λ, a, b) and define
the coefficients, i(m)

k , j(m)
k , corresponding to λm in the series expansion of the linearizabilizy

quantities
ik = ∑

m
i(m)
k (a, b)λm, jk = ∑

m
j(m)
k (a, b)λm, (3.6)

and call them k(m)−th weakly persistent linearizability quantities. Next, defining the following
sets of polynomials

Lw
k =

{
i(m)
k , j(m)

k ; m ∈N
}

, k = 1, 2, 3, . . .

one can define the ideals

Lwp : = 〈Lw
1 , Lw

2 , . . . , Lw
k , . . .〉 ,

Lwp
k := 〈Lw

1 , Lw
2 , . . . , Lw

k 〉 .

Note that the ideals Lwp, Lwp
k , Lp and Lp

k are ideals in the polynomial ring C [a, b]. By the
Hilbert Basis Theorem (see e.g. [6]) any of them is finitely generated and every ascending
chain of ideals Lp

1 ⊂ L
p
2 ⊂ L

p
3 ⊂ · · · and Lwp

1 ⊂ Lwp
2 ⊂ Lwp

3 ⊂ · · · stabilizes, which means
that there exists N ≥ 1 such that for every k > N, Lp

k = Lp
N . Now one can define the

corresponding persistent and weakly persistent linearizability variety for systems (2.5) in a
natural way

VLp = V (Lp) , VLwp = V (Lwp) .

In the rest of the work we will search for VLp for systems (3.4) and VLwp for systems (3.4) with
a02 = a03 = 0. Note that the persistent center variety and the persistent linearizability variety is
much easier to obtain than the (regular) center variety and (regular) linearizability variety for
a cubic system (2.7) since the corresponding persistent linearizability quantities, i(m,n)

k , j(m,n)
k ,

are split compared to (regular) linearizability quantities ik (λ, µ, a, b) and jk (λ, µ, a, b).
In Figure 3.1 the relation between the varieties of (regular) centers Vc, weakly persistent

centers Vwpc, persistent centers Vpc, (regular) linearizable centers Vl , linearizable weakly per-
sistent centers, and linearizable persistent centers for system (2.7) is presented.

In the next two propositions systems (2.3) and (2.5) are quasi-homogeneous systems of
degree n, i.e. there exists n ≥ 2 such that F (tx, ty) = tnF (x, y) and G (tx, ty) = tnG (x, y),
∀x, y, t.
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Proposition 3.1. If system (2.3) is quasi-homogeneous of degree n, n ≥ 2, then the origin is a weakly
persistent center if and only if it is a center.

See [3, pp. 114–115], for the proof.

Proposition 3.2. If system (2.3) is quasi-homogeneous of degree n, n ≥ 2, then the origin is a lineariz-
able weakly persistent center if and only if it is a linearizable center, i.e, VLwp = VL, where VLwp and
VL are the weak persistent linearizability variety and the linearizability variety, respectively, of system
(2.3).

Proof. Under the assumption of the proposition we write systems (2.3) and (2.5) for λ = µ in
the form

ẋ = ix + Fn (x, y) , ẏ = −iy + Gn (x, y) , (3.7)

and
ẋ = ix + λFn (x, y) , ẏ = −iy + λGn (x, y) , (3.8)

respectively, where n ≥ 2, Fn (x, y) and Gn (x, y) are homogeneous polynomials of degree n in
x and y.

We shall prove that system (3.7) is equivalent to system (3.8), up to a linear change of
variables, so both systems must have the same linearizability varieties. In fact, for any γ 6= 0
consider the linear change of variables

X = γx, Y = γy.

Applying this change to system (3.7) and using the homogeneity of Fn and Gn we obtain the
system

Ẋ = iX +

(
1
γ

)n

Fn (X, Y) , Ẏ = −iY +

(
1
γ

)n

Gn (X, Y) .

Setting λ =
(

1
γ

)n
we arrive to (3.8), which completes the proof.

Now let us consider the relation between systems

ẋ = Ax + X (x) , (3.9)

and
ẋ = Ax + λX (x) , (3.10)

Figure 3.1: The relation between the varieties Vc, Vpc, Vwpc and Vl , VLp , VLwp

VLp ⊂ VLwp ⊂ C14 of the cubic system (2.7).
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in terms of the linearizing transformation, where x ∈ Cn, λ ∈ C, A is a complex matrix
and X : C→ C is an analytic map starting with quadratic terms. Suppose that (3.9) can be
linearized to

ẏ = Ay, (3.11)

by the linearizing transformation
x = y + h (y) .

Suppose that σA = {κ1, κ2, . . . , κn} and A = diag (κ1, κ2, . . . , κn) (i.e. A is in the Jordan form).
We follow the text in ([29, Sec. 2.2]) and denote

h (y) = h(2) (y) + h(3) (y) + · · ·+ h(k) (y) + · · ·
X (x) = X(2) (x) + X(3) (x) + · · ·+ X(k) (x) + · · ·

and write Hk for the linear space of all possible (vectorial) monomials. For example for
x = (x1, x2) ∈ C2 we have

H2 =

{(
x2

1
0

)
,
(

x1x2

0

)
,
(

x2
2

0

)
,
(

0
x2

1

)
,
(

0
x1x2

)
,
(

0
x2

2

)}
.

The basis elements of Hk are usually written as
(
xα1

1 xα2
2 , 0

)T and
(
0, xα1

1 xα2
2

)T. Denote

κ = (κ1, κ2, . . . , κn) ,

α = (α1, α2, . . . , αn) .

Now we define the homological operator L : Hk → Hk as

L : p (y) 7−→ dp (y) Ay− Ap (y) ,

where dp is the Jacobian matrix of p. In linear space Hk the eigenvalues, λk, of L are defined
by

λm = α · κ − κm.

Any monomial xα1
1 xα2

2 . . . xαn
n in the m-th component on the right hand side (RHS) of the sys-

tems (3.9) and (3.10) for which α = (α1, α2, . . . , αn) satisfies the equation α · κ − κm = 0 is said
to be resonant.

Denote by Kk the complement to Image(L) in Hk. Note that resonant terms can not be
removed from the normal form. They are elements of Kk. Suppose that Kk = ∅ for any k ≥ 2
for system (3.9). According to Theorem 2.2.3 of [29, Sec. 2.2] if for a system (3.9) for all k ≥ 2
one has Kk = ∅, then this system can be linearized to (3.11).

In the following lemma we find the relation between the linearizing transformation of
(3.10) and the linearizing transformation of (3.9). By a let us denote all the parameters in X (x)
from the RHS of (3.9) and (3.10). Note that h = h (a, y).

Lemma 3.3. Suppose that h = h (a, y) is a linearizing transformation of (3.9). Then h̃= h (λa, y) is
the linearizing transformation of (3.10).

Proof. Suppose that for all Hk, k ≥ 2, the corresponding set Kk is empty for (3.9) and that

dh(k) (a, y) Ay− Ah(k) (a, y) = X(k) (y) , (3.12)

for all y, then
h (a, y) = h(2) (a, y) + h(3) (a, y) + · · ·+ h(k) (a, y) + · · · .
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It is obvious that systems (3.9) and (3.10) have the same resonant terms. Therefore, there exist
also the linearizing transformation for (3.10) which we denote by h̃. For h̃ in Hk the set Kk is
empty and dh̃(k) (y) Ay− Ah̃(k) (y) = λX(k) (y) for all y.

Next we prove that h̃ can be set to the form h̃= h (λa, y). First note that for all k ≥ 2 and
for all y and λ 6= 0 we have

h(k) (λa, y) =
1

λk−1 h(k) (a, λy) and X(k) (y) =
1
λk X(k) (λy) . (3.13)

Substituting y by λy in equation (3.12) and dividing it by λk−1 yields

1
λk−2 dh(k) (a, λy) · 1

λ
Aλy− 1

λk−1 Ah(k) (a, λy) =
λ

λk X(k) (λy) .

Using equations (3.13) we rewrite the above equation in the form

dh(k) (λa, y) Ay− Ah(k) (λa, y) = λX(k) (y) ,

which proves that h (λa, y) is a linearizing transformation for system (3.10).

Finally, we recall some notions about the Darboux linearizability and integrability theory
which is the main tool for proving the sufficiency of the main Theorems 4.1 and 4.2 of this
paper. For (2.3) the algebraic partial integral f and its cofactor k are polynomials defined by the
equation

∂ f
∂x

(ix + F (x, y)) +
∂ f
∂y

(−iy + G (x, y)) = k · f ,

where the degree of the cofactor k is at most one less than the degree of system (2.3). We
are looking for algebraic partial integrals f0, f1, . . . , fs and g0, g1, . . . , gt and their cofactors
k0, k1, . . . , ks and l1, l2, . . . , lt and, in particular, for constants α1, . . . , αs, β1, . . . , βt such that

k0 + α1k1 + · · ·+ αsks = i, (3.14)

and
l0 + β1l1 + · · ·+ βtlt = −i. (3.15)

If such algebraic partial integrals, cofactors and constants are found, the linearizing transfor-
mation (3.1) is of the form

x1 = f0 f α1
1 · · · f αt

t , y1 = g0gβ1
1 · · · g

βt
t . (3.16)

Sometimes we can not find enough algebraic partial integrals to construct both Darboux lin-
earizing transformations in (3.16). Let say that we can find only transformation x1 which
linearizes first equation of (2.3). In such case we can use first integral of (2.3). If we can find
or at least prove the existence of first integral Ψ of the form (2.4) then the second equation of
system (2.3) can be linearized by transformation

y1 =
Ψ
x1

. (3.17)

In some cases the first integral can be also found (or be proven to exist) using the Darboux
theory. If we can find a solution to the equation

s

∑
j=1

ψjKj = 0, (3.18)
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where K1, . . . , Ks are cofactors of some partial first integrals p1, . . . , ps of system (2.3) then

Ψ (x, y) = pψ1
1 pψ2

2 · · · p
ψs
s ,

is the first integral of (2.3), which is called Darboux first integral.
If first integral Ψ (x, y) for (2.3) can not be found as described above, we can look for a

differentiable function µ (x, y) defined on an open set Ω ⊆ C2, called an integrating factor.
In particular, for (2.3) the integrating factor is any solution (defined on Ω) to the following
partial differential equation

∂µ (x, y)
∂x

(ix + F(x, y)) +
∂µ (x, y)

∂y
(−iy + G(x, y))

≡ −µ (x, y)
(

∂(ix + F(x, y))
∂x

+
∂(−iy + G(x, y))

∂y

)
.

If we have s algebraic partial first integrals p1, . . . , ps with the corresponding cofactors
K1, . . . , Ks and we are able to find constants γ1, . . . , γs such that

s

∑
j=1

γjKj +
∂(ix + F (x, y))

∂x
+

∂(−iy + G (x, y))
∂y

≡ 0, (3.19)

then
µ = pγ1

1 · · · p
γs
s ,

is an integrating factor of (2.3), which is called the Darboux integrating factor. Using the
obtained integrating factor we can then construct first integral of system (2.3). More details
about Darboux integrability and linearizability an interesting reader can find in [29].

4 Main results

In this section we characterize the linearizable persistent center of type (2.7) and linearizable
weakly persistent center of type (2.8)

4.1 Linearizable persistent centers of system (2.7)

Theorem 4.1. System (2.7) has a linearizable persistent center at the origin if and only if one of the
following conditions holds:

(1) b30 = b21 = b20 = b12 = b11 = a30 = a21 = a20 = 0,

(2) b30 = b21 = b20 = b12 = b11 = a30 = a21 = a11 = 0,

(3) b30 = b21 = b20 = b12 = b11 = a21 = a12 = a11 = a03 = a02 = 0,

(4) b12 = b11 = b03 = a21 = a12 = a11 = a03 = a02 = 0,

(5) b12 = b03 = b02 = a21 = a12 = a11 = a03 = a02 = 0.

Proof. The linearizability quantities (3.5) of a complex cubic system (3.4) are polynomials in
λ and µ with coefficients i(m,n)

k (a, b), j(m,n)
k (a, b) being polynomials in a and b. So (2.7) has

a linearizable center at the origin for all λ, µ ∈ C if and only if all polynomials i(m,n)
k (a, b)’s
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and j(m,n)
k (a, b)’s vanish (i.e. (a, b) ∈ VLp ). We compute the first seven pairs, i1, j1, . . . , i7, j7,

of linearizability quantities (3.5) of system (3.4). As the quantities are very large we present
below only the first pair

i1 = a21λ + ia11a20λ2 − ia11b11λµ− 2
3

ia02b20λµ,

j1 = b12µ + ia11b11λµ +
2
3

ia02b20λµ− ib02b11µ2.

The next computational step is to compute the irreducible decomposition of the variety of
ideal Lp = 〈L1, L2, . . .〉. We use the routine minAssGTZ** [8] of the computer algebra system
SINGULAR [17]. Performing computations the same decomposition is obtained for V(Lp

5),
V(Lp

6) and V(Lp
7), but for V(Lp

4) a different decomposition is obtained. This lead us to expect
that V(Lp) = V(Lp

5).
The decomposition of V(Lp

5) consists of five components listed in Theorem 4.1 and these
are necessary conditions for a linearizable persistent center at the origin of system (2.7).

Now we need to prove that each of these five conditions is also sufficient.

Case (1). Systems (2.7) and (3.4) are

ẋ = ix + a11xy + a02y2 + a12xy2 + a03y3, ẏ = −iy + b02y2 + b03y3, (4.1)

and
ẋ = ix + λ(a11xy + a02y2 + a12xy2 + a03y3), ẏ = −iy + µ(b02y2 + b03y3), (4.2)

respectively. System (4.2) has partial first integrals

g0 = y,

g1 = 1 +
1
2

i
(

µb02 −
√

µ
√

4ib03 + µb2
02

)
y,

g2 = 1 +
1
2

i
(

µb02 +
√

µ
√

4ib03 + µb2
02

)
y,

with respective cofactors

l0 = − i + µb02y + µb03y2,

l1 =
1
2

(
µb02 −

√
µ
√

4ib03 + µb2
02

)
y + µb03y2,

l2 =
1
2

(
µb02 +

√
µ
√

4ib03 + µb2
02

)
y + µb03y2.

It is easy to verify that equation (3.15) is satisfied for

β1 =

√
µb02 −

√
4ib03 + µb2

02

2
√

4ib03 + µb2
02

and β2 = −
√

µb02 +
√

4ib03 + µb2
02

2
√

4ib03 + µb2
02

,

so according to (3.16) we obtain that the second equation of (4.2) is linearizable by the change
of coordinates

y1 = ygβ1
1 gβ2

2 .

**minAssGTZ computes decomposition of the affine variety of the corresponding ideal into the irreducible com-
ponents using the algorithm of [16].
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In order to find a change of coordinates for the first equation of (4.2) we use (3.17). By
Theorem 3.2 of [3], (4.2) possess a first integral Ψ(x, y). Thus, by (3.17), the first equation of
(4.2) is linearizable by the change of coordinates x1 = Ψ/y1. Therefore, O is a linearizable
persistent center of (4.1).

Case (2). Systems (2.7) and (3.4) are

ẋ = ix + a20x2 + a02y2 + a12xy2 + a03y3, ẏ = −iy + b02y2 + b03y3, (4.3)

and
ẋ = ix + λ(a20x2 + a02y2 + a12xy2 + a03y3), ẏ = −iy + µ(b02y2 + b03y3), (4.4)

respectively. System (4.4) has partial first integrals

g0 = y,

g1 = 1 +
1
2

i
(

µb02 −
√

µ
√

4ib03 + µb2
02

)
y,

g2 = 1 +
1
2

i
(

µb02 +
√

µ
√

4ib03 + µb2
02

)
y,

with respective cofactors

l0 = − i + µb02y + µb03y2,

l1 =
1
2

(
µb02 −

√
µ
√

4ib03 + µb2
02

)
y + µb03y2,

l2 =
1
2

(
µb02 +

√
µ
√

4ib03 + µb2
02

)
y + µb03y2.

It is easy to verify that equation (3.15) is satisfied for

β1 =

√
µb02 −

√
4ib03 + µb2

02

2
√

4ib03 + µb2
02

and β2 = −
√

µb02 +
√

4ib03 + µb2
02

2
√

4ib03 + µb2
02

,

so according to (3.16) we obtain that the second equation of (4.2) is linearizable by the change
of coordinates

y1 = ygβ1
1 gβ2

2 .

In order to find a change of coordinates for the first equation of (4.2) we use (3.17). By
Theorem 3.2 (condition 7) of [3], (4.4) possess a first integral Ψ(x, y). Thus, by (3.17), the first
equation of (4.4) is linearizable by the change of coordinates x1 = Ψ/y1. Therefore, O is a
linearizable persistent center of (4.3).

Case (3). Systems (2.7) and (3.4) are

ẋ = ix + a20x2 + a30x3, ẏ = −iy + b02y2 + b03y3, (4.5)

and
ẋ = ix + λ(a20x2 + a30x3), ẏ = −iy + µ(b02y2 + b03y3), (4.6)
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respectively. System (4.6) has partial first integrals

l1 = x,

l2 = 1− 1
2

i
(

λa20 −
√

λ
√
−4ia30 + λa2

20

)
x,

l3 = 1− 1
2

i
(

λa20 +
√

λ
√
−4ia30 + λa2

20

)
x,

l4 = y,

l5 = 1 +
1
2

i
(

µb02 −
√

µ
√

4ib03 + µb2
02

)
y,

l6 = 1 +
1
2

i
(

µb02 +
√

µ
√

4ib03 + µb2
02

)
y,

with respective cofactors

k1 = i + λa20x + λa30x2,

k2 =
1
2

(
λa20 −

√
λ
√
−4ia30 + λa2

20

)
x + λa30x2,

k3 =
1
2

(
λa20 +

√
λ
√
−4ia30 + λa2

20

)
x + λa30x2,

k4 = − i + µb02y + µb03y2,

k5 =
1
2

(
µb02 −

√
µ
√

4ib03 + µb2
02

)
y + µb03y2,

k6 =
1
2

(
µb02 +

√
µ
√

4ib03 + µb2
02

)
y + µb03y2.

It is easy to verify that choosing f0 = l1, f1 = l2 and f2 = l3 equation (3.14) is satisfied for

α1 =

√
λa20 −

√
−4ia30 + λa2

20

2
√
−4ia30 + λa2

20

and α2 = −

√
λa20 +

√
−4ia30 + λa2

20

2
√
−4ia30 + λa2

20

,

and choosing g0 = l4, g1 = l5 and g2 = l6, equation (3.15) is satisfied for

β1 =

√
µb02 −

√
4ib03 + µb2

02

2
√

4ib03 + µb2
02

and β2 = −
√

µb02 +
√

4ib03 + µb2
02

2
√

4ib03 + µb2
02

.

So we obtain that (4.6) is linearizable by the change of coordinates

x1 = x f α1
1 f α2

2 , y1 = ygβ1
1 gβ2

2 .

Therefore, O is a linearizable persistent center of (4.5).

Case (4). System (2.7) satisfying conditions (4) of this theorem can be transformed into system
(4.3), where

(a20, a30, b02, b20, b21, b30) = −(b02, b03, a20, a02, a12, a03),

by the change of coordinates (x, y, t) → (y, x,−t). Therefore, O is a linearizable persistent
center for this case.
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Case (5). System (2.7) satisfying conditions (5) of this theorem can be transformed into system
(4.1), where

(a20, a30, b11, b20, b21, b30) = −(b02, b03, a11, a02, a12, a03),

by the change of coordinates (x, y, t) → (y, x,−t). Therefore, O is a linearizable persistent
center for this case.

4.2 Linearizable weakly persistent centers of system (2.8)

In order to perform the complete analysis of linearizbility problem for a weakly persistent
center of system (2.7) even using powerful computer we were not able to carry out compu-
tations of decomposition of variety V(I), where I is an ideal generated by first seven pairs
of linearizability quantities. We also tried to obtain decomposition over the finite field of
characteristics 32003 but computations were again too laborious. Therefore, we restrict our
attention to systems (2.7) with a03 = 0 and a02 = 0, i.e. system (2.8), which is also called
semi-Kolmogorov system. Kolmogorov systems are an important class of systems due to its
wide use in mathematical biology to describe the interaction of two populations. In fact Kol-
mogorov systems are a general model for the dynamics of biological species because it is the
simplest model to describe the interaction of two species occupying the same ecological niche,
see [19]. In that sense, they are generalizations of the so-called Lotka–Volterra systems, see
[24,32]. We see that system (2.8) is larger family than Kolmogorov systems and it is the largest
family for which we were able to find decomposition of variety V(I).

Note that the Lotka–Volterra systems considered in [3], [7] and [27] are all subcases of (2.8)
for which we state the following result.

Theorem 4.2. System (2.8) has a linearizable weakly persistent center at the origin if and only if one
of the following conditions holds

(1) b21 = b20 = b12 = b11 = b03 = a30 = a21 = a20 = a12 = b02 − 3a11 = 0,

(2) b30 = b21 = b12 = b11 = b02 = a30 = a21 = a20 = a11 = 2a12 − b03 = 0,

(3) b30 = b21 = b20 = b12 = b11 = a30 = a21 = a20 = 0,

(4) b21 = b20 = b12 = b11 = a30 = a21 = a20 = 3a12 − b03 = 3a11 + b02 = 0,

(5) b30 = b21 = b20 = b12 = b11 = a30 = a21 = a11 = 0,

(6) b30 = b21 = b20 = b12 = b11 = a21 = a20 = aa12 = 2a11 + b02 = 0,

(7) b30 = b21 = b20 = b12 = b11 = a21 = a12 = a11 = 0,

(8) b30 = b21 = b20 = b12 = b02 = a30 = a21 = a11 = a20 − 2b11 = a12 − 2b03 = 0,

(9) b30 = b21 = b20 = b12 = b02 = a21 = a12 = a11 = a20 + 2b11 = 0,

(10) b30 = b12 = b11 = b03 = a21 = a20 = a12 = 2a30 − b21 = 2a11 − b02 = 0,

(11) b12 = b11 = b03 = a21 = a12 = a11 = 0,

(12) b30 = b12 = b11 = a21 = a11 = a30 − b21 = a12 − b03 = 0,

(13) b12 = b03 = b02 = a21 = a12 = a11 = 0,

(14) b30 = b20 = b12 = a21 = a30− b21 = a20− b11 = a12− b03 = a11− b02 = b03b2
11 + b2

02b21 = 0.
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Proof. The linearizability quantities (3.6) of the system

ẋ = ix + λx
(
a20x + a11y + a30x2 + a21xy + a12y2) ,

ẏ = − iy + λ
(
b20x2 + b11xy + b02y2 + b30x3 + b21x2y + b12xy2 + b03y3) ,

(4.7)

are polynomials in λ with coefficients i(m)
k (a, b), j(m)

k (a, b) being polynomials in a and b. So

(2.8) has a linearizable center at the origin for all λ ∈ C if and only if all polynomials i(m)
k (a, b)’s

and j(m)
k (a, b)’s vanish (i.e. (a, b) ∈ V (Lwp)).

We compute the first six pairs of linearizability quantities, i1, j1, . . . , i6, j6 of system (4.7).
As the quantities are very large we present only the first pair:

i1 = a21λ + i (a11a20 − a11b11) λ2,

j1 = b12λ + i (a11b11 − b02b11) λ2.

Performing computations using routine minAssGTZ of SINGULAR the same decomposi-
tion is obtained for V(Lwp

5 ) and V(Lwp
6 ) but for V(Lwp

4 ) a different decomposition is obtained.
It lead us to expect that V(Lwp) = V(Lwp

5 ).
The decomposition of V(Lwp

5 ) consists of 14 components listed in the statement of the
theorem. Thus, the necessary conditions for existence of a linearizable weakly persistent
center at the origin for (2.8) are obtained.

Now we prove that each of these 14 conditions is also sufficient.

Case (1). Systems (2.8) and (4.7) are

ẋ = ix + a11xy, ẏ = −iy + 3a11y2 + b30x3, (4.8)

and
ẋ = ix + λ(a11xy), ẏ = −iy + λ(3a11y2 + b30x3), (4.9)

respectively. System (4.9) has partial first integrals

l1 = x,

l2 = 1 + 3iλa11y− λ2a11b30x3,

l3 = y +
1
4

iλb30x3,

with respective cofactors

k1 = i + λa11y,

k2 = 3λa11y,

k3 = − i + 3λa11y.

It is easy to verify that choosing f0 = l1 and f1 = l2, equation (3.14) is satisfied for α1 = − 1
3

and choosing g0 = l3 and g1 = l2, equation (3.15) is satisfied for β1 = −1. So we obtain that
(4.9) is linearizable by the change of coordinates

x1 = x
(
1 + 3iλa11y− λ2a11b30x3)−1/3

,

y1 =

(
y +

1
4

iλb30x3
) (

1 + 3iλa11y− λ2a11b30x3)−1
.
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Therefore, O is a linearizable weakly persistent center of (4.8).

Case (2). Systems (2.8) and (4.7) are

ẋ = ix + a12xy2, ẏ = −iy + b20x2 + 2a12y3, (4.10)

and
ẋ = ix + λ(a12xy2), ẏ = −iy + λ(b20x2 + 2a12y3), (4.11)

respectively. System (4.11) has partial first integrals

l1 = x,

l2 = 1 + 2iλa12y2 − 4λ2a12b20x2y− iλ3a12b2
20x4,

l3 = y +
1
3

iλb20x2,

with respective cofactors

k1 = i + λa12y2,

k2 = 4λa12y2,

k3 = − i + 2λa12y2.

It is easy to verify that choosing f0 = l1 and f1 = l2 , equation (3.14) is satisfied for α1 = − 1
4

and choosing g0 = l3 and g1 = l2, equation (3.14) is satisfied for β1 = − 1
2 . So we obtain that

(4.11) is linearizable by the change of coordinates

x1 = x
(

1 + 2iλa12y2 − 4λ2a12b20x2y− iλ3a12b2
20x4

)−1/4
,

y1 =

(
y +

1
3

iλb20x2
)(

1 + 2iλa12y2 − 4λ2a12b20x2y− iλ3a12b2
20x4

)−1/2
.

Therefore, O is a linearizable weakly persistent center of (4.10).
Case (3). Systems (2.8) and (4.7) are

ẋ = ix + a11xy + a12xy2, ẏ = −iy + b02y2 + b03y3, (4.12)

and
ẋ = ix + λ(a11xy + a12xy2), ẏ = −iy + λ(b02y2 + b03y3), (4.13)

respectively. System (4.12) is considered in [7], Theorem 2 (case 4), where the correspond-
ing linearizable change of coordinates is obtained. So, by Lemma 3.3 system (4.13) is also
linearizable. Therefore, O is a linearizable weakly persistent center of (4.12).

Case (4). Systems (2.8) and (4.7) are

ẋ = x(i + a11y + a12y2),

ẏ = − iy + b30x3 − 3a11y2 + 3a12y3,

and

ẋ = x(i + a11λy + a12λy2) = P(x, y),

ẏ = − iy + b30λx3 − 3a11λy2 + 3a12λy3 = Q(x, y).
(4.14)
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For system (4.14) we find only one partial integral f0 = x, with the corresponding cofactor
K0 = i + x (a20 + a30x) λ, which is not enough to construct neither a Darboux first integral nor
an integrating factor. To prove that there exists a first integral of the form (2.4) we follow the
approach in [14] and first make the substitution z = x/y. In the new coordinates system (4.14)
takes the form

ż = z(2i + 4a11λy− 2a12λy2 − b30λy2z3),

ẏ = − iy− 3a11λy2 + 3a12λy3 + b30λy3z3.
(4.15)

We look for a first integral for (4.15) of the form

F(z, y) = zy2
∞

∑
k=2

fk(z)yk.

The functions fk are determined recursively by the differential equation

f
′
k(z)−

k
2z

fk(z) =
−λ((3k− 2)a12 − (k− 1)b30z3) fk−2(z)

2iz
−

4λa11 f
′
k−1(z)

2i

+
(3n− 1)λa11 fk−1(z)

2iz
+

λ(2a12 + b30z3) f
′
k−2(z)

2i
.

(4.16)

For k = 2, 3, 4, 5, 6, 7 we find

f2(z) = z, f3(z) = 4iλa11z, f4(z) =
1
2

iλz(b30z3 + 28iλa2
11 − 8a12),

f5(z) =
1
3

λ2a11z(84a12 − 13b30z3 − 140iλa2
11),

f6(z) =
1

48
λ2z
(
− 3(224a2

12 − 96a12b30z3 + b2
30z6) + 40ia2

11(168a12 − 31b30z3)λ + 7280a4
11λ2

)
,

f7(z) =
1

42
z
(
−5880ia11a2

12λ3 + 2870ia11a12b30z3λ3 − 55ia11b2
30z6λ3 − 25480a3

11a12λ4

+ 5460a3
11b30z3λ4 + 20384ia5

11λ5
)

.

We claim that fk(z) = zpk−a if k ≡ a (mod 3), where a ∈ {0, 1, 2} and pk−a is a polynomial of
degree k− a. Thus, we have three cases:

1. k ≡ 0 (mod 3);

2. k ≡ 1 (mod 3);

3. k ≡ 2 (mod 3).

Assume that fk(z) = zpk−a(z) for k = 1, . . . , n− 1 where k ≡ a (mod 3) and a ∈ {0, 1, 2}. We
compute fk(z) for k = n. To this end we solve (4.16) for k = n. Let us first consider case (a).
If k = n ≡ 0 (mod 3) then n− 1 ≡ 2 (mod 3) and n− 2 ≡ 1 (mod 3) and fn−1(z) = zqn−3(z),
fn−2(z) = zrn−3(z), where qn−3(z) and rn−3(z) are polynomials of degree n − 3. We want
to show that fn(z) = zpn(z), where pn(z) is polynomial of degree n. Using the induction
assumption about fn−1 and fn−2 differential equation (4.16) becomes

f
′
n(z)−

n
2z

fn(z) = Pn(z) + zQn−1(z) = Cn(z),
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where Pn(z), Cn(z) and Qn−1(z) are polynomials of degree n, n and n− 1, respectively and, if
Pn(z) = A0 + A1z + · · ·+ Anzn and Qn(z) = B0 + B1z + · · ·+ Bnzn, then Cn(z) = c0 + c1z +
· · ·+ cnzn, where c0 = A0, c1 = A1 + B0, . . . , cn = An + Bn−1.

As the general solution of linear differential equation of the form f
′
(z) + p(z) f (z) = q(z)

is
f (z) = Ce−

∫
p(z)dz + e−

∫
p(z)dz

∫
e
∫

p(z)dzq(z)dz,

and in our case we have p(z) = − n
2z and q(z) = Cn(z), it follows that e−

∫
p(z)dz = z

n
2 and the

solution is

fn(z) = Cz
n
2 + z

n
2

∫ Cn(z)
z

n
2

dz

= Cz
n
2 + z

n
2

∫
(c0z−

n
2 + c1z1− n

2 + · · ·+ cnz
n
2 )dz

= Cz
n
2 + z

n
2 (c0z1− n

2 + c1z2− n
2 + · · ·+ cnz

n
2 +1)

= Cz
n
2 + c0z + c1z2 + · · ·+ cnzn+1

= Cz
n
2 + z(c0 + c1z + · · ·+ cnzn).

Choosing C = 0 we obtain fn(z) = zpn(z).
Now we shortly consider case (b). If n − 1 ≡ 0 (mod 3) then n − 2 ≡ 2 (mod 3) and

n ≡ 1 (mod 3). Assuming that fn−1(z) = zqn−1(z) and fn−2(z) = zrn−4(z), we want to show
that fn = zpn−1, where qn−1 and pk−1 are polynomials of degree n− 1 and rn−4 is polynomial
of degree n − 4. Using the induction assumption about fn−1 and fn−2 differential equation
(4.16) becomes

f
′
n(z)−

n
2z

fn(z) = Pn−1(z) + zQn−2(z) = Cn−1(z),

where Pn−1(z), Cn−1(z) and Qn−2(z) are polynomials of degree n− 1, n− 1 and n− 2, respec-
tively. Then the solution to (4.16) is

fn(z) = Cz
n
2 + z

n
2

∫ Cn−1(z)
z

n
2

dz

= Cz
n
2 + z

n
2

∫ c0 + c1z + · · ·+ cn−1zn−1

z
n
2

dz

= Cz
n
2 + z

n
2 (c0z1− n

2 + c1z2− n
2 + · · ·+ cn−1z

n
2 )

= Cz
n
2 + z(c0 + c1z + · · ·+ cn−1zn−1).

Choosing again C = 0 we have shown that fn(z) = zpn−1(z).
In the case (c) when k− 2 = n− 2 ≡ 0 (mod 3) the proof is similar as in the previous two

cases. We assume that fn−2 = zrn−2(z) and fn−1 = zqn+1(z) and we prove that fn = zpn+1(z).
Thus, we have shown that f2(z) = z, f3(z) = 4iλa11z and for k > 3 we have proven that

fk = zpk−a, if k ≡ a (mod 3). Therefore, (formal) first integral of system (4.15) is F(z, y) =

z2y4 + ∑∞
i+j=7 φijziyj (and Ψ(x, y) =

√
F(x/y, y) is a first integral of system (4.14) of the form

(2.4)).
Now we look for a linearization Y = Y(x, y) of the second equation of system (4.14). The

function Y should satisfy the equation

∂Y
∂x

P(x, y) +
∂Y
∂y

Q(x, y) + iY = 0.
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After the substitution z = x/y, this equation is written as

1
y

∂Y
∂z

P(x, y) +
(

∂Y
∂y
− z

y
∂Y
∂z

)
Q(x, y) + iY = 0.

We look for a transformation of the form

Y(z, y) =
∞

∑
k=1

gk(z)yk,

where gk(z) are polynomials satisfying a first-order linear differential equation,

(k− 2)λ(3a12 + b30z3)gk−2(z)− 3(k− 1)λa11gk−1(z)− (k− 1)igk(z)

+ z(−λ(2a12 + b30z3)g′k−2(z) + 4λa11g′k−1(z) + 2ig′k(z)) = 0. (4.17)

Solving the equation we obtain

g1(z) = 1, g2(z) = 3iλa11, g3(z) = −
3
2

iλa12 +
1
4

iλb30z3 − 9λ2a2
11,

g4(z) =
3
4

λ2a11(14a12 − 3b30z3 − 36iλa2
11).

We assume that gk(z) = pk−a(z) where k ≡ a (mod 3) and a ∈ {0, 1, 2}. We prove this again
by induction. We assume that equation gk(z) = pk−a(z) holds for k = 1, 2, . . . , n− 1 and we
want to show that this is the case also for k = n. To end this task one must consider three
cases: a = 0, a = 1 and a = 2. The proof is very similar as the proof of integrability for system
(4.14), thus we only briefly consider the case a = 0, i.e. k = n ≡ 0 (mod 3). By the induction
assumption we have gn−2(z) = rn−3(z) and gn−1(z) = qn−3(z), and we want to show that
gn(z) = rn(z). Differential equation (4.17) becomes

g′n(z)−
n− 1

2z
gn(z) =

Cn(z)
z

,

where Cn(z) is polynomial of degree n. The solution of the latter equation is

gn(z) = Cz
n−1

2 + z
n−1

2

∫ Cn(z)

z
n+1

2
dz

= Cz
n−1

2 + c0 + c1z + · · ·+ cnzn.

Choosing C = 0 we obtain gn(z) = pn(z), where pn(z) is polynomial of degree n. In a similar
way one can prove that if n− 2 ≡ 0 (mod 3) (n− 1 ≡ 0 (mod 3)) then gn = pn−2 (gn = pn−1).

Then Y( x
y , y) is a series in x and y of the form Y(x, y) = y + ∑∞

i+j=2 Yijxiyj and the second
equation of (4.14) can be linearized by the transformation Y = Y(x, y). The first equation of
(4.14) can be linearized by the transformation X = X(x, y) = Ψ(x,y)

Y(x,y) .

Case (5). Systems (2.8) and (4.7) are

ẋ = ix + x(a20x + a12y2), ẏ = −iy + y(b02y + b03y2), (4.18)

and
ẋ = ix + λx(a20x + a12y2), ẏ = −iy + λy(b02y + b03y2), (4.19)
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respectively. System (4.18) is considered in [7, Theorem 2, case 3], where the corresponding
linearizable change of coordinates is obtained. So, by Lemma 3.3 system (4.19) is linearizable.
Therefore, O is a linearizable weakly persistent center of (4.18).

Case (6). Systems (2.8) and (4.7) are

ẋ = ix + x(a30x2 + a11y), ẏ = −iy + y(−2a11y + b03y2), (4.20)

and
ẋ = ix + λx(a30x2 + a11y), ẏ = −iy + λy(−2a11y + b03y2), (4.21)

respectively. System (4.20) is considered in [7, Theorem 2, case 5], where the corresponding
linearizable change of coordinates is obtained. So, by Lemma 3.3 system (4.21) is linearizable.
Therefore, O is a linearizable weakly persistent center of (4.20).

Case (7). Systems (2.8) and (4.7) are

ẋ = ix + x(a20x + a30x2), ẏ = −iy + y(b02y + b03y2), (4.22)

and
ẋ = ix + λx(a20x + a30x2), ẏ = −iy + λy(b02y + b03y2), (4.23)

respectively. System (4.22) is a subcase of the case considered in [27, Theorem 3, case VIII (3)],
where the corresponding linearizable change of coordinates is obtained. So, by Lemma 3.3
system (4.23) is linearizable. Therefore, O is a linearizable weakly persistent center of (4.22).

Case (8). Systems (2.8) and (4.7) are

ẋ = ix + x(2b11x + 2b03y2), ẏ = −iy + y(b11x + b03y2), (4.24)

and
ẋ = ix + λx(2b11x + 2b03y2), ẏ = −iy + λy(b11x + b03y2), (4.25)

respectively. System (4.24) is considered in [7, Theorem 2, case 6], where the corresponding
linearizable change of coordinates is obtained. So, by Lemma 3.3 system (4.25) is linearizable.
Therefore, O is a linearizable weakly persistent center of (4.24).

Case (9). System (2.8) satisfying conditions (9) of this theorem can be transformed into system
(2.8) satisfying conditions (6) of this theorem, where

(a30, b03, b11) = −(b03, a30, a11),

by the change of coordinates (x, y, t) → (y, x,−t). Therefore, O is a linearizable weakly
persistent center for this case

Case (10). Systems (2.8) and (4.7) are

ẋ = ix + x(a11y + a30x2), ẏ = −iy + b20x2 + 2a11y2 + 2a30x2y, (4.26)

and
ẋ = ix + λx(a11y + a30x2), ẏ = −iy + λ(b20x2 + 2a11y2 + 2a30x2y), (4.27)

respectively. System (4.27) has partial first integrals

l1 = x,

l2 = 1 + 2iλa11y−
(
iλa30 + λ2a11b20

)
x2,

l3 = y +
1
3

iλb20x2,
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with respective cofactors

k1 = i + λa11y + λa30x2,

k2 = 2λa11y + 2λa30x2,

k3 = − i + 2λa11y + 2λa30x2.

It is easy to verify that choosing f0 = l1 and f1 = l2 , equation (3.14) is satisfied for α1 = − 1
2

and choosing g0 = l3 and g1 = l2, equation (3.15) is satisfied for β1 = −1. So we obtain that
(4.27) is linearizable by the change of coordinates

x1 = x
(
1 + 2iλa11y−

(
iλa30 + λ2a11b20

)
x2)−1/2

,

y1 =

(
y +

1
3

iλb20x2
) (

1 + 2iλa11y−
(
iλa30 + λ2a11b20

)
x2)−1

.

Therefore, O is a linearizable weakly persistent center of (4.26).

Case (11). Systems (2.8) and (4.7) are

ẋ = ix + x
(
a20x + a30x2) ,

ẏ = − iy + b20x2 + b30x3 + b21x2y + b02y2,

and

ẋ = ix + λx
(
a20x + a30x2) = P̄(x, y),

ẏ = − iy + λ(b20x2 + b30x3 + b21x2y + b02y2) = Q̄(x, y).
(4.28)

We find partial first integrals

f0 = x,

f1 = 1 +
1
2

x
(
−ia20λ−

√
λ
(
4ia30 − a2

20λ
))

,

f2 = 1 +
1
2

x
(
−ia20λ +

√
λ
(
4ia30 − a2

20λ
))

,

with the corresponding cofactors

k0 = i + x (a20 + a30x) λ,

k1 =
1
2

x
(

a20λ + 2a30xλ− i
√

λ
(
4ia30 − a2

20λ
))

,

k2 =
1
2

x
(

a20λ + 2a30xλ + i
√

λ
(
4ia30 − a2

20λ
))

.

We found the solution to (3.14) for k1 and k2 to be

α1 = −1
2
−

a20

√
λ
(
4ia30 − a2

20λ
)

8a30 + 2ia2
20λ

, α2 = −1
2
+

a20

√
λ
(
4ia30 − a2

20λ
)

8a30 + 2ia2
20λ

.

Therefore the first equation of (4.28) is linearizable by the change of coordinates

x1 = x f α1
1 f α2

2 .
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Using partial first integrals p1 = f1 and p2 = f2 with corresponding cofactors K1 = k1 and
K2 = k2 we can construct an integrating factor µ = pγ1

1 pγ2
2 by solving equation (3.19) for γ1, γ2

and obtain

γ1 = −
12a30 +

(
4b21 + a20

(√
λ
(
4ia30 − a2

20λ
)
+ 3ia20λ

))
2
(
4a30 + ia2

20λ
)

+
a20b21

(√
λ
(
4ia30 − a2

20λ
)
− ia20λ

)
2a30

(
4a30 + ia2

20λ
) ,

γ2 = −
12a30 +

(
4b21 + a20

(
3ia20λ−

√
λ
(
4ia30 − a2

20λ
)))

2
(
4a30 + ia2

20λ
)

+
a20b21

(√
λ
(
4ia30 − a2

20λ
)
+ ia20λ

)
2a30

(
4a30 + ia2

20λ
) ,

which implies that system (4.28) has an analytic first integral of the form (2.4) according to
[1]. By Theorem 4.4.3 of [29] the second equation of (4.28) is linearizable by the change of
coordinates

y1 =
Ψ
x1

.

Case (12). Systems (2.8) and (4.7) are

ẋ = ix + x
(
a20x + a30x2 + a12y2) ,

ẏ =− iy + b20x2 + a30x2y + b02y2 + a12y3,

and
ẋ = ix + λx

(
a20x + a30x2 + a12y2) ,

ẏ = −iy + λ(b20x2 + a30x2y + b02y2 + a12y3).
(4.29)

We find partial first integrals

f0 = x,

f1 = 1 +
1
2

i
(

y(b02λ−
√

λ
√

4ia12 + b2
02λ)− x(a20λ + A+)

)
,

f2 = 1 +
1
2

i
(

y(b02λ−
√

λ
√

4ia12 + b2
02λ) + x(−a20λ + A+)

)
,

f3 = 1 +
1
2

i
(

y(b02λ +
√

λ
√

4ia12 + b2
02λ)− x(a20λ + A−)

)
,

f4 = 1 +
1
2

i
(

y(b02λ +
√

λ
√

4ia12 + b2
02λ) + x(−a20λ + A−)

)
,

with corresponding cofactors

k0 = i + (x(a20 + a30x) + a12y2)λ,

k1 =
1
2

(
λ
(
y(b02 + 2a12y) + x(a20 + 2a30x)

)
− y
√

λ
√

b2
02λ + 4ia12 + xA+

)
,

k2 =
1
2

(
λ
(
y(b02 + 2a12y) + x(a20 + 2a30x)

)
− y
√

λ
√

b2
02λ + 4ia12 − xA+

)
,

k3 =
1
2

(
λ
(
y(b02 + 2a12y) + x(a20 + 2a30x)

)
+ y
√

λ
√

b2
02λ + 4ia12 + xA−

)
,

k4 =
1
2

(
λ
(
y(b02 + 2a12y) + x(a20 + 2a30x)

)
+ y
√

λ
√

b2
02λ + 4ia12 − xA−

)
,
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where

A± =

√
λ
(
− 4ia30 + a2

20λ− 2b02b20λ± 2b20
√

λ
√

4ia12 + b2
02λ
)

.

We find the solution to (3.14) for α1, α2, α3, and α4 to be

α1 = − b02
√

λ

2
√

4ia12 + b2
02λ

,

α2 = − 1
2

,

α3 =
−2a20λ

√
4ia12 + b2

02λ +
(

b02
√

λ−
√

4ia12 + b2
02λ
)(

A− + A+

)
4A−

√
4ia12 + b2

02λ
,

α4 =
2a20λ

√
4ia12 + b2

02λ +
(

b02
√

λ−
√

4ia12 + b2
02λ
)(

A− − A+

)
4A−

√
4ia12 + b2

02λ
.

Therefore the first equation of (4.29) is linearizable by the change of coordinates

x1 = x f α1
1 f α2

2 f α3
3 f α4

4 .

Now, using partial integrals p1 = f1, . . . , p4 = f4 and the corresponding cofactors we construct
the Darboux first integral. First, we solve equation (3.18) for ψ1, . . . , ψ4 using k1, . . . , k4 and
obtain ψ1 = A−, ψ2 = −A−, ψ3 = −A+, and ψ4 = A+. Therefore, the Darboux first integral
for system (4.29) is

Ψ = pψ1
1 pψ2

2 pψ3
3 pψ4

4 .

Actually, Ψ1 (x, y) = Ψ−1
A−A+

√
λ
√

4ia12+b2
02λ

, is the first integral whose series expansion is of the

form (2.4) and, therefore, the second equation of system (4.29) can be linearized by the change
of coordinates

y1 =
Ψ1

x1
.

Case (13). Systems (2.8) and (4.7) are

ẋ = x(i + a20x + a30x2),

ẏ = − iy + b20x2 + b30x3 + b11xy + b21x2y,

and

ẋ = x(i + a20λx + a30λx2) = P1(x, y),

ẏ = − iy + b20λx2 + b30λx3 + b11λxy + b21λx2y = Q1(x, y).
(4.30)

We find partial first integrals

f0 = x,

f1 =
1
2

(
2 + 2ia30λx2 + x

(√
λ
(
a2

20λ− 4ia30
)
− λa20

)
(xλa20 + 2i)

)
,

f2 =
1
2

(
2 + 2ia30λx2 − x

(√
λ
(
a2

20λ− 4ia30
)
+ λa20

)
(xλa20 + 2i)

)
,
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with the corresponding cofactors

K0 = i + xλ(a20 + a30x),

K1 = x
(

a20λ + 2a30λx +
√

λ(−4ia30 + a2
20λ)

)
,

K2 = x
(

a20λ + 2a30λx−
√

λ(−4ia30 + a2
20λ)

)
.

We found the solution to (3.14) for K1 and K2 to be

β1 =
1
4

−1− a20λ√
λ(−4ia30 + a2

20λ)

 , β2 =
1
4

−1 +
a20λ√

λ(−4ia30 + a2
20λ)

 .

Therefore the first equation of (4.30) is linearizable by the change of coordinates

x1 = x f β1
1 f β2

2 .

Using cofactors K1 and K2 we can construct an integrating factor. We solve equation

α1K1 + α2K2 +
∂P1(x, y)

∂x
+

∂Q1(x, y)
∂y

= 0,

and obtain

α1 =
λ(a20b21 − 2a30b11 − a20a30)

4a30

√
λ(−4ia30 + a2

20λ)
− 3

4
− b21

4a30
,

α2 = − λ(a20b21 − 2a30b11 − a20a30)

4a30

√
λ(−4ia30 + a2

20λ)
− 3

4
− b21

4a30
.

Therefore, the integrating factor of system (4.30) is

µ = f α1
1 f α2

2 ,

which implies that system (4.30) has an analytic first integral of the form (2.4) [1]. By Theo-
rem 4.4.3 of [29] the second equation of (4.30) is linearizable by the change of coordinates

y1 =
Ψ
x1

.

Case (14). Systems (2.8) and (4.7) are

ẋ = ix + x(a11y + a30x2), ẏ = −iy + y(−2a11x + b03y2), (4.31)

and
ẋ = ix + λx(a11y + a30x2), ẏ = −iy + λy(−2a11x + b03y2), (4.32)

respectively. System (4.31) is considered in [7, Theorem 2, case 1], where the corresponding
linearizable change of coordinates is obtained. So, by Lemma 3.3 system (4.32) is linearizable.
Therefore, O is a linearizable weakly persistent center of (4.31).

Remark 4.3. We see that system (2.8) is system (2.7) with a02 = a03 = 0. Notice that if we
apply to the conditions of Theorem 4.2 the involution aij ↔ bji, then we obtain conditions for
linearizable weakly persistent center at the origin of the dual system of (2.8), i.e. system (2.7)
with b20 = b30 = 0:

ẋ = ix + a20x2 + a11xy + a02y2 + a30x3 + a21x2y + a12xy2 + a03y3,

ẏ = − iy + y(b11x + b02y + b21x2 + b12xy + b03y2).
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5 Conclusions

In this paper we introduced the notions of linearizable persistent and linearizable weakly per-
sistent centers. We found necessary and sufficient conditions for the existence of a linearizable
persistent center to the general cubic system (2.7) and to the existence of a linearizable weakly
persistent center to the ‘semi-Kolmogorov’ system (2.8). For obtaining necessary conditions
for linearizable (weakly) persistent centers of cubic polynomial system (2.7) we used methods
and algorithms of computational algebra. The sufficiency of the obtained conditions in most
cases was proven using the Darboux linearization method, which is one of the main tools to
find a linearizing change of coordinates. However, to simplify the proof in some cases we
used Lemma 3.3, which provide a way to obtain a linearizing transformation for system (3.10)
from system (3.9). In one special case we performed the change of coordinates, named blow
up, in the system to obtain a linearizing transformation.
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