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#### Abstract

We consider weak solutions to nonlinear elliptic systems with nondifferentiable coefficients whose principal parts are split into linear and nonlinear ones. Assuming that the nonlinear part $g(x, u, z)$ is equipped by sub-linear growth in $z$ only for big value of $|z|$ (but the growth is arbitrarily close to the linear one), we prove the Morrey and BMO regularity for gradient of weak solutions.
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## 1 Introduction

In the paper, we consider the problem of interior everywhere regularity of gradients of weak solutions to the nonlinear elliptic system

$$
\begin{equation*}
-\operatorname{div} a(x, u, D u)=b(x, u, D u), \tag{1.1}
\end{equation*}
$$

where $a: \Omega \times \mathbb{R}^{N} \times \mathbb{R}^{n N} \rightarrow \mathbb{R}^{n N}, b: \Omega \times \mathbb{R}^{N} \times \mathbb{R}^{n N} \rightarrow \mathbb{R}^{N}$ are Caratheodorian mappings, $\Omega \subset \mathbb{R}^{n}$ is a bounded open set, $N>1, n \geq 3$. A function $u \in W_{\text {loc }}^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ is called a weak solution to (1.1) in $\Omega$ if

$$
\int_{\Omega}\langle a(x, u, D u), D \varphi(x)\rangle d x=\int_{\Omega}\langle b(x, u, D u), \varphi(x)\rangle d x, \quad \forall \varphi \in C_{0}^{\infty}\left(\Omega, \mathbb{R}^{N}\right)
$$

As it is shown by examples, in a case of general system (1.1), only partial regularity of weak solutions can be expected for $n \geq 3$ (see e.g. [2,7,12]). Under the assumptions specified below

[^0]we prove, in Campanato spaces, $\mathcal{L}^{2, n}$-regularity (or, so called $B M O$-regularity) of gradient of weak solutions for the system (1.1) whose coefficients $a$ can be written in the special form
\[

$$
\begin{equation*}
a(x, u, D u)=A(x) D u+g(x, u, D u), \tag{1.2}
\end{equation*}
$$

\]

where $A=\left(A_{i j}^{\alpha \beta}\right), i, j=1, \ldots, N, \alpha, \beta=1, \ldots, n$, is a matrix of functions, the following condition of strong ellipticity

$$
\begin{equation*}
\langle A(x) \xi, \xi\rangle \geq v|\xi|^{2}, \quad \text { a.e. } x \in \Omega, \forall \xi \in \mathbb{R}^{n N} ; v>0 \tag{1.3}
\end{equation*}
$$

holds, and $g=g(x, u, z)$ are functions with sub-linear growth in $z$. In what follows, we formulate the conditions on the smoothness and the growth of the functions $A, g$ and $b$ precisely.

It is well known that in the case of linear elliptic systems with continuous (see [2]) or with $V M O \cap L^{\infty}$ (see [8]) coefficients $A$, the gradient of weak solutions has the $L^{2, \lambda}$-regularity. Supposing that the coefficients $A$ of the linear system belong to some Hölder class, the author of [2] proved that the gradient of weak solutions belongs to the BMO-class. The foregoing result has been refined in [1], where the coefficients $A$ are supposed to belong to the class of so-called "small multipliers of $B M O$ ". The both mentioned results from [2] and [1] have been generalized in [8], where the coefficients $A$ belong to some subclass of $V M O \cap L^{\infty}$ and in [13], where nonstandard growth conditions of $p(x)$-type are considered.

Similar regularity results ( $L^{2, \lambda}$-regularity for continuous coefficients $A$ and $B M O$-regularity for Hölder ones) were achieved in [2] for systems (1.1)-(1.2) in a case when $g=g(x, u)$ (but does not depend on $D u$ ). The last mentioned results are generalized in [4], where the first author has proved the $L^{2, \lambda}$-regularity of the gradient of weak solutions to (1.1)-(1.2) when the coefficients $A$ are continuous and the $B M O$-regularity of gradient in the case of Hölder continuous coefficients $A$ under an assumption that the function $g=g(x, u, z)$ grows sublinearly in $z$ and the growth is controlled by power function $|z|^{\alpha}, 0<\alpha<1$. The $L^{2, \lambda}$-regularity result from [4] has been generalized to the $V M O \cap L^{\infty}$ coefficients $A$ in [5].

The present paper extends the results from [4] and [5] in two directions. The first one consists in the fact that, while the sub-linear in $z$ growth of the function $g(x, u, z)$ from (1.2) is controlled by the power function $|z|^{\alpha}, \alpha \in(0,1)$, the present paper offers the control by a function $|z| / \ln ^{5 / 2}\left(\mathrm{e}+|z|^{2}\right), s>0$, which is closer to the linear function then the power one. The second extension is that in [4] and [5] the sub-linear growth is required for all $|z|>0$ and, on the other hand, here we prescribe it only for big values of $|z|$ as it is visible in (3.2), (3.3), (3.5) below. The last mentioned assumption could be seen as a kind of asymptotic growth condition. Recently a few papers have appeared, which study regularity of weak solutions to nonlinear systems $\operatorname{div} a(D u)=0$, where the coefficients $a=a(z)$ are so called asymptotically regular (for precise definitions and statements see [15] and references therein). Our growth condition is a bit different from the condition on asymptotic regularity of coefficients in [15] because of structure of the systems. Here it is useful to mention a paper [10], where the authors deal with (beside other problems) the partial $C^{1, \alpha}$-regularity of $W^{1, \infty}$-weak solutions to quasi-monotone systems $\operatorname{div} a(x, D u)=0, a=a(x, z)$ is $C^{1}$ in variable $z$, where they provide upper bounds for the Hausdorff dimension of the singular set (see [10, Chapter 6]). If $a(x, z)=a(z)$ and the coefficients $a$ satisfy an asymptotic condition, which requires the differentiability of $a$ with respect to $z$, then weak solutions to the previous systems belong to $W_{\text {loc }}^{1, \infty}\left(\Omega, \mathbb{R}^{N}\right)$. A typical model example for reaching such a result is $a(z)=z+b(z)$, where the derivative $b_{z}(z) \rightarrow 0$ when $|z| \rightarrow \infty$ (see [10, Chapter 6] as well). In this paper we provide
$\mathcal{L}_{\text {loc }}^{2, n}$-regularity of gradients of weak solutions because of special structure of the system (but here we have $a=a(x, u, D u))$ and $a=a(x, u, z)$ does not have to be differentiable in the variable $z$ and so we can not suppose any condition of the type $g_{z}(x, u, z) \rightarrow 0$ for $|z| \rightarrow \infty$.

## 2 Notation and definitions

We consider the bounded open set $\Omega \subset \mathbb{R}^{n}$ with points $x=\left(x_{1}, \ldots, x_{n}\right)$, $n \geq 3, u: \Omega \rightarrow$ $\mathbb{R}^{N}, N>1, u(x)=\left(u^{1}(x), \ldots, u^{N}(x)\right)$ is a vector-valued function, $D u=\left(D_{1} u, \ldots, D_{n} u\right)$, $D_{\alpha}=\partial / \partial x_{\alpha}$. The meaning of $\Omega_{0} \subset \subset \Omega$ is that the closure of $\Omega_{0}$ is contained in $\Omega$, i.e. $\bar{\Omega}_{0} \subset \Omega$. For the sake of simplicity we denote by $|\cdot|$ the norm in $\mathbb{R}^{n}$ as well as in $\mathbb{R}^{N}$ and $\mathbb{R}^{n N}$. If $x \in \mathbb{R}^{n}$ and $r$ is a positive real number, we write $B_{r}(x)=\left\{y \in \mathbb{R}^{n}:|y-x|<r\right\}$, i.e., the open ball in $\mathbb{R}^{n}$ with radius $r>0$, centered at $x$ and $\Omega_{r}(x)=\Omega \cap B_{r}(x)$. Denote by $u_{x, r}=\left|\Omega_{r}(x)\right|_{n}^{-1} \int_{\Omega_{r}(x)} u(y) d y=f_{\Omega_{r}(x)} u(y) d y$ the mean value of the function $u \in L^{1}\left(\Omega, \mathbb{R}^{N}\right)$ over the set $\Omega_{r}(x)$, where $\left|\Omega_{r}(x)\right|_{n}$ is the n -dimensional Lebesgue measure of $\Omega_{r}(x)$. Beside the usually Sobolev spaces $W^{k, p}\left(\Omega, \mathbb{R}^{N}\right), W_{\text {loc }}^{k, p}\left(\Omega, \mathbb{R}^{N}\right), W_{0}^{k, p}\left(\Omega, \mathbb{R}^{N}\right)$ (see, e.g. [11]), we use the following Morrey and Campanato spaces.
Definition 2.1. Let $\lambda \in(0, n), q \in[1, \infty)$. A function $u \in L^{q}\left(\Omega, \mathbb{R}^{N}\right)$ is said to belong to the Morrey space $L^{q, \lambda}\left(\Omega, \mathbb{R}^{N}\right)$ if

$$
\|u\|_{L^{q, \lambda}\left(\Omega, \mathbb{R}^{N}\right)}^{q}=\sup _{x \in \Omega, r>0} \frac{1}{r^{\lambda}} \int_{\Omega_{r}(x)}|u(y)|^{q} d y<\infty .
$$

Let $\lambda \in[0, n+q], q \in[1, \infty)$. The Campanato space $\mathcal{L}^{q, \lambda}\left(\Omega, \mathbb{R}^{N}\right)$ is the subspace of such functions $u \in L^{q}\left(\Omega, \mathbb{R}^{N}\right)$ for which

$$
[u]_{\mathcal{L}^{q, \lambda}\left(\Omega, \mathbb{R}^{N}\right)}^{q}=\sup _{r>0, x \in \Omega} \frac{1}{r^{\lambda}} \int_{\Omega_{r}(x)}\left|u(y)-u_{x, r}\right|^{q} d y<\infty .
$$

Proposition 2.2. For a domain $\Omega \subset \mathbb{R}^{n}$ of the class $\mathcal{C}^{0,1}$ we have the following
(a) With the norms $\|u\|_{L^{q, \lambda}}$ and $\|u\|_{\mathcal{L}^{q, \lambda}}=\|u\|_{L^{q}}+[u]_{L^{q, \lambda}} L^{q, \lambda}\left(\Omega, R^{N}\right)$ and $\mathcal{L}^{q, \lambda}\left(\Omega, \mathbb{R}^{N}\right)$ are Banach spaces.
(b) $L^{q, \lambda}\left(\Omega, \mathbb{R}^{N}\right)$ is isomorphic to the $\mathcal{L}^{q, \lambda}\left(\Omega, \mathbb{R}^{N}\right), 1 \leq q<\infty, 0<\lambda<n$.
(c) $L^{q, n}\left(\Omega, \mathbb{R}^{N}\right)$ is isomorphic to the $L^{\infty}\left(\Omega, \mathbb{R}^{N}\right) \subsetneq \mathcal{L}^{q, n}\left(\Omega, \mathbb{R}^{N}\right), 1 \leq q<\infty$.
(d) $\mathcal{L}^{2, n}\left(\Omega, \mathbb{R}^{N}\right)$ is isomorphic to the $\mathcal{L}^{q, n}\left(\Omega, \mathbb{R}^{N}\right)$ and $\mathcal{L}^{q, n}\left(Q, \mathbb{R}^{N}\right)=B M O\left(Q, \mathbb{R}^{N}\right), Q$ being $a$ cube, $1 \leq q<\infty$.
(e) If $u \in W_{\text {loc }}^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ and $D u \in L_{\text {loc }}^{2, \lambda}\left(\Omega, \mathbb{R}^{n N}\right), n-2<\lambda<n$, then $u \in C^{0,(\lambda+2-n) / 2}\left(\Omega, \mathbb{R}^{N}\right)$.
(f) $\mathcal{L}^{q, \lambda}\left(\Omega, \mathbb{R}^{N}\right)$ is isomorphic to the $C^{0,(\lambda-n) / q}\left(\bar{\Omega}, \mathbb{R}^{N}\right)$ for $n<\lambda \leq n+q$.
(g) For $p \in[1, \infty), \Omega^{\prime} \subset \subset \Omega, 0<a \leq \operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right)$ and $u \in \mathcal{L}^{p, n}\left(\Omega, \mathbb{R}^{N}\right)$ set

$$
\mathcal{N}_{p, a}\left(u ; \Omega^{\prime}\right)=\sup _{x \in \Omega^{\prime}, r \leq a}\left(f_{B_{r}(x)}\left|u(y)-u_{x, r}\right|^{p} d y\right)^{1 / p} .
$$

Then we have for each $u \in \mathcal{L}^{p, n}\left(\Omega, \mathbb{R}^{N}\right)$

$$
\mathcal{N}_{1, a}\left(u ; \Omega^{\prime}\right) \leq \mathcal{N}_{p, a}\left(u ; \Omega^{\prime}\right) \leq c(p, n) \sup _{x \in \Omega, r>0}\left(f_{\Omega_{r}(x)}\left|u(y)-u_{x, r}\right|^{2} d y\right)^{1 / 2}
$$

For more details see $[2,7,11,16]$.
Definition 2.3 (see [14]). Let $f \in B M O\left(\mathbb{R}^{n}\right)$ and

$$
\eta(f, R)=\sup _{\rho \leq R} f_{B_{\rho}(x)}\left|f(y)-f_{x, r}\right| d y,
$$

where $B_{\rho}(x)$ ranges over the class of the balls of $\mathbb{R}^{n}$ of radius $\rho$. We say that $f \in V M O\left(\mathbb{R}^{n}\right)$ if

$$
\lim _{R \rightarrow 0} \eta(f, R)=0 .
$$

We can observe that substituting $\mathbb{R}^{n}$ for $\Omega$ we obtain the definition of $\operatorname{VMO}(\Omega)$. Some basic properties of the above-mentioned classes are formulated in $[1,14,16]$.

## 3 Main results

Suppose that for almost all $x \in \Omega$ and all $u \in \mathbb{R}^{N}, z \in \mathbb{R}^{n N}$ the following conditions hold:

$$
\begin{align*}
& |b(x, u, z)| \leq f(x)+M\left(|u|^{\delta_{0}}+|z|^{\gamma_{0}}\right)  \tag{3.1}\\
& |g(x, u, z)| \leq F(x)+M\left(|u|^{\delta}+h(|z|)\right), \tag{3.2}
\end{align*}
$$

where

$$
h(|z|)= \begin{cases}\frac{|z|}{\ln ^{s / 2}\left(e+t_{0}^{2}\right)} & \text { if }|z| \leq t_{0},  \tag{3.3}\\ \frac{|z|}{\ln ^{5 / 2}\left(\mathrm{e}+|z|^{2}\right)} & \text { if }|z|>t_{0} .\end{cases}
$$

Here $f \in L^{2 q_{0}, \lambda q_{0}}(\Omega), q_{0}=n /(n+2), 0<\lambda \leq n, M$ is a positive constant, $1 \leq \delta_{0}<$ $(n+2) /(n-2), 1 \leq \gamma_{0}<1 / q_{0}, F \in L^{2, \lambda}(\Omega), 1 \leq \delta<n /(n-2), s>0, t_{0}>0$. We remark that $t_{0}=t_{0}(s)$ is chosen in such a way that, putting $h^{2}(|z|)=H\left(|z|^{2}\right)$, the function $H=H(t)$ is nondecreasing on $[0, \infty)$, absolutely continuous on every closed interval of finite length and $H(0)=0$. The relationship between $t_{0}>0$ and $s$ can be expressed through an inequality $s \leq\left(\mathrm{e}+t_{0}\right) \ln \left(\mathrm{e}+t_{0}\right) / t_{0}$.

Now we can state a result for the continuous case.
Theorem 3.1. Let $u \in W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ be a weak solution to the system (1.1) with (1.2) and the conditions (1.3), (3.1), (3.2) be satisfied. Suppose further that $A \in C\left(\bar{\Omega}, \mathbb{R}^{n N}\right)$. Then

$$
D u \in \begin{cases}L_{\operatorname{lc}}^{2, \lambda}\left(\Omega, \mathbb{R}^{n N}\right), & \text { if } \lambda<n \\ L_{\operatorname{loc}}^{2, \lambda^{\prime}}\left(\Omega, \mathbb{R}^{n N}\right) \text { with arbitrary } \lambda^{\prime}<n, & \text { if } \lambda=n\end{cases}
$$

Therefore,

$$
u \in \begin{cases}C^{0,(\lambda-n+2) / 2}\left(\Omega, \mathbb{R}^{N}\right), & \text { if } n-2<\lambda<n, \\ C^{0, \vartheta}\left(\Omega, \mathbb{R}^{N}\right) \text { with arbitrary } \vartheta<1, & \text { if } \lambda=n .\end{cases}
$$

If the coefficients of the linear part of the system are supposed to be discontinuous, we have to modify the previous assumptions in the following way:

$$
\begin{align*}
|b(x, u, z)| & \leq f(x)+M|z|^{\gamma_{0}},  \tag{3.4}\\
|g(x, u, z)| & \leq F(x)+M h(|z|),  \tag{3.5}\\
\langle g(x, u, z), z\rangle & \geq v_{1} h^{2}(|z|)-l^{2}(x), \tag{3.6}
\end{align*}
$$

where $f \in L^{q q_{0}} \lambda \lambda q_{0}(\Omega), F \in L^{q, \lambda}(\Omega), q>2, v_{1}$ is a positive constant, $l \in L^{q, \lambda}(\Omega)$ and the other constants and functions are supposed to be the same as in (3.1), (3.2).

The next theorem slightly extends the main result from [5].
Theorem 3.2. Let $u \in W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ be a weak solution to the system (1.1) with (1.2) and the conditions (1.3), (3.4), (3.5) and (3.6) be satisfied. Suppose further that $A \in L^{\infty} \cap \operatorname{VMO}\left(\Omega, \mathbb{R}^{n N}\right)$. Then

$$
D u \in \begin{cases}L_{\operatorname{loc}}^{2, \lambda}\left(\Omega, \mathbb{R}^{n N}\right) & \text { if } \lambda<n \\ L_{\mathrm{loc}}^{2, \lambda^{\prime}}\left(\Omega, \mathbb{R}^{n N}\right) \text { with arbitrary } \lambda^{\prime}<n & \text { if } \lambda=n\end{cases}
$$

Therefore,

$$
u \in \begin{cases}C^{0,(\lambda-n+2) / 2}\left(\Omega, \mathbb{R}^{N}\right) & \text { if } n-2<\lambda<n, \\ C^{0, \vartheta}\left(\Omega, \mathbb{R}^{N}\right) \text { with arbitrary } \vartheta<1 & \text { if } \lambda=n .\end{cases}
$$

To obtain $\mathcal{L}^{2, n}$-regularity for the first derivatives of the weak solution we strengthen the conditions on the coefficients $g$ and $b$. Namely suppose that

$$
\begin{equation*}
\left|g\left(x, u, z_{1}\right)-g\left(y, v, z_{2}\right)\right| \leq M\left(|F(x)-F(y)|+(|u|+|v|)^{\delta}+h\left(\left|z_{1}-z_{2}\right|\right)\right) \tag{3.7}
\end{equation*}
$$

for a.e. $x \in \Omega$ and all $u, v \in \mathbb{R}^{N}, z_{1}, z_{2} \in \mathbb{R}^{n N}$. Here $F \in \mathcal{L}^{2, n}(\Omega), g(\cdot, 0,0) \in \mathcal{L}^{2, n}\left(\Omega, \mathbb{R}^{n N}\right)$. It is not difficult to see that (3.7) implies (3.2) with $\lambda=n$.

Now we can formulate the main result of the paper.
Theorem 3.3. Let $u \in W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ be a weak solution to the system (1.1) with (1.2) and suppose that the conditions (1.3), (3.1) with $f \in L^{2 q_{0}, n q_{0}}(\Omega)$ and (3.7) with $0<s \leq 1$ hold. Let further $A \in C^{0, \alpha}\left(\bar{\Omega}, \mathbb{R}^{n N}\right)$ for some $\alpha \in(0,1]$. Then $D u \in \mathcal{L}_{\text {loc }}^{2, n}\left(\Omega, \mathbb{R}^{n N}\right)$.

## 4 Some lemmas

In this section we present results needed for the proofs of the theorems. In $B_{R}(x) \subset \mathbb{R}^{n}$ we consider a linear elliptic system (here the summation convention over repeated indices is used)

$$
\begin{equation*}
-D_{\alpha}\left(A_{i j}^{\alpha \beta} D_{\beta} u^{j}\right)=0, \quad i=1, \ldots, N \tag{4.1}
\end{equation*}
$$

with constant coefficients (according to the introduced denotation, the previous system can be written in the form $-\operatorname{div}(A \cdot D u)=0$ ) for which (1.3) holds.

Lemma 4.1 ([2, pp. 54-55]). Let $u \in W^{1,2}\left(B_{R}(x), \mathbb{R}^{N}\right)$ be a weak solution to the system (4.1). Then, for each $0<\sigma \leq R$,

$$
\begin{gathered}
\int_{B_{\sigma}}|D u(y)|^{2} d y \leq L_{1}\left(\frac{\sigma}{R}\right)^{n} \int_{B_{R}}|D u(y)|^{2} d y \\
\int_{B_{\sigma}}\left|D u(y)-(D u)_{\sigma}\right|^{2} d y \leq L_{2}\left(\frac{\sigma}{R}\right)^{n+2} \int_{B_{R}}\left|D u(y)-(D u)_{R}\right|^{2} d y
\end{gathered}
$$

hold with constants $L_{1}, L_{2}$ independent of the homothety.
The following lemma is fundamental for proving the theorems.

Lemma 4.2 ([9, pp. 537-538]). Let $\phi$ be a nonnegative function on $(0, d]$ and let $E_{1}, E_{2}, D, \alpha, \beta$ be nonnegative constants. Suppose that $\phi(d)<\infty$ and

$$
\phi(\sigma) \leq\left(E_{1}\left(\frac{\sigma}{R}\right)^{\alpha}+E_{2}\right) \phi(R)+D R^{\beta}, \quad \forall 0<\sigma \leq R \leq d
$$

hold. Further let the constant $k \in(0,1)$ exist such that $\epsilon=E_{1} k^{\alpha-\beta}+E_{2} k^{-\beta}<1$. Then

$$
\phi(\sigma) \leq C \sigma^{\beta}, \quad \forall \sigma \in(0, d]
$$

where

$$
C=\max \left\{\frac{D}{(1-\epsilon) k^{\beta}}, \sup _{\sigma \in[k d, d]} \frac{\phi(\sigma)}{\sigma^{\beta}}\right\}
$$

We set

$$
\begin{equation*}
v_{0}=\min \left\{n\left(1-\frac{n-2}{n+2} \delta_{0}\right), n\left(1-q_{0} \gamma_{0}\right)\right\} \tag{4.2}
\end{equation*}
$$

Lemma 4.3 ([2, pp. 106-107]). Let $u \in W^{1,2}\left(\Omega, \mathbb{R}^{N}\right), D u \in L^{2, \eta}\left(\Omega, \mathbb{R}^{n N}\right), 0 \leq \eta<n$ and (3.1) or (3.4) be satisfied. Then $b \in L^{2 q_{0}, \lambda_{0}}\left(\Omega, \mathbb{R}^{N}\right)$ and for each ball $B_{R}(x) \subset \Omega$ we have

$$
\begin{equation*}
\int_{B_{R}(x)}|b(y, u, D u)|^{2 q_{0}} d y \leq c R^{\lambda_{0}} \tag{4.3}
\end{equation*}
$$

where $c=c\left(n, M, \delta_{0}, \gamma_{0}, q_{0}, \operatorname{diam} \Omega,\|f\|_{L^{2 q_{0}, \lambda q_{0}(\Omega)}},\|u\|_{L^{1}\left(\Omega, \mathbb{R}^{N}\right)},\|D u\|_{L^{2, \eta}\left(\Omega, \mathbb{R}^{n N}\right)}\right), \lambda_{0}=\min \left\{\lambda q_{0}\right.$, $\left.v_{0}+\eta q_{0}\right\}$ in the case (3.1) or $c=c\left(n, M, \gamma_{0}, q_{0}\right.$, $\left.\operatorname{diam} \Omega,\|f\|_{L^{q q_{0}, \lambda q_{0}(\Omega)}},\|D u\|_{L^{2, \eta}\left(\Omega, \mathbb{R}^{n N}\right)}\right)$ and $\lambda_{0}=$ $\min \left\{n(1-2 / q)+2 \lambda q_{0} / q, n-(n-\eta) q_{0} \gamma_{0}\right\}$ in the case (3.4).

In the case of discontinuous coefficients of the linear part of the system (1.1) with (1.2) we will use a result about higher integrability of the gradient of a weak solution to the system.

Proposition 4.4 ([7, p. 138]). Let $u \in W_{\mathrm{loc}}^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ be a weak solution to the system (1.1) with (1.2) and the conditions (1.3), (3.4)-(3.6) be satisfied. Then there exists an exponent $2<r<q$ such that $u \in W_{\text {loc }}^{1, r}\left(\Omega, \mathbb{R}^{N}\right)$. Moreover there exists a constant $c=c\left(v, v_{1}, L,\|A\|_{L^{\infty}}\right)$ and $\widetilde{R}>0$ such that, for all balls $B_{R}(x) \subset \Omega, R<\widetilde{R}$, the following inequality is satisfied

$$
\begin{aligned}
\left(f_{B_{R / 2}(x)}|D u|^{r} d y\right)^{1 / r} \leq c & \left\{\left(f_{B_{R}(x)}|D u|^{2} d y\right)^{1 / 2}+\left(f_{B_{R}(x)}\left(|l|^{r}+|F|^{r}\right) d y\right)^{1 / r}\right. \\
& \left.+R\left(f_{B_{R}(x)}|f|^{r q_{0}} d y\right)^{1 / r q_{0}}\right\}
\end{aligned}
$$

Lemma 4.5 ([17, p. 37]). Let $\phi:[0, \infty) \rightarrow[0, \infty)$ be a nondecreasing function which is absolutely continuous on every closed interval of finite length, $\phi(0)=0$. If $w \geq 0$ is measurable and $E(t)=$ $\left\{y \in \mathbb{R}^{n}: w(y)>t\right\}$ then

$$
\int_{\mathbb{R}^{n}} \phi \circ w d y=\int_{0}^{\infty} m(E(t)) \phi^{\prime}(t) d t
$$

In the proof of the theorems we will use a modification of Natanson's lemma (for a proof see [6, pp. 8-9]). It can be read as follows.

Lemma 4.6. Let $f:[a, \infty) \rightarrow \mathbb{R}$ be a nonnegative function which is integrable on $[a, b]$ for all $a<b<\infty$ and

$$
\mathcal{N}=\sup _{0<h<\infty} \frac{1}{h} \int_{a}^{a+h} f(t) d t<\infty
$$

is satisfied. Let $g:[a, \infty) \rightarrow \mathbb{R}$ be an arbitrary nonnegative, non-increasing and integrable function. Then

$$
\int_{a}^{\infty} f(t) g(t) d t
$$

exists and

$$
\int_{a}^{\infty} f(t) g(t) d t \leq \mathcal{N} \int_{a}^{\infty} g(t) d t
$$

holds.
Remark 4.7. The foregoing estimate is optimal because if we put $f(t)=1, t \in[a, \infty)$ then an equality will be achieved.

## 5 Proofs of the theorems

Proof of Theorem 3.1. Let $\Omega_{0} \subset \subset \Omega, d_{0}=\operatorname{dist}\left(\Omega_{0}, \partial \Omega\right), B_{R}=B_{R}\left(x_{0}\right) \subset \Omega, x_{0} \in \Omega_{0}$ be an arbitrary ball and let $w \in W_{0}^{1,2}\left(B_{R / 2}\left(x_{0}\right), \mathbb{R}^{N}\right)$ be a solution to the system

$$
\begin{aligned}
\int_{B_{R / 2}}\left\langle(A)_{R / 2} D w, D \varphi\right\rangle d x= & \int_{B_{R / 2}}\left\langle\left((A)_{R / 2}-A(x)\right) D u, D \varphi\right\rangle d x \\
& -\int_{B_{R / 2}}\langle g(x, u, D u), D \varphi\rangle d x+\int_{B_{R / 2}}\langle b(x, u, D u), \varphi\rangle d x
\end{aligned}
$$

for all $\varphi \in W_{0}^{1,2}\left(B_{R / 2}, \mathbb{R}^{N}\right)$. It is known (according to the linear theory and the Lax-Milgram theorem) that, under the assumption of this theorem, such solution exists and it is unique for all $R<R^{\prime}$ ( $R^{\prime} \leq 1$ is sufficiently small). We can put $\varphi=w$ in the previous equation and, using ellipticity, Hölder and Sobolev inequalities, we get

$$
\begin{align*}
v \int_{B_{R / 2}}|D w|^{2} d x \leq c( & \int_{B_{R / 2}}\left|A_{R / 2}-A(x)\right|^{2}|D u|^{2} d x+\int_{B_{R / 2}}|g(x, u, D u)|^{2} d x \\
& \left.+\left(\int_{B_{R / 2}}|b(x, u, D u)|^{2 q_{0}} d x\right)^{1 / q_{0}}\right)=: c(I+I I+I I I) . \tag{5.1}
\end{align*}
$$

Now we obtain

$$
\begin{equation*}
I \leq \omega^{2}(R) \int_{B_{R / 2}}|D u|^{2} d x \tag{5.2}
\end{equation*}
$$

where $\omega(R)=\sup _{x, y \in \Omega,|x-y|<R}|A(x)-A(y)|$.
From the assumption (3.2) (taking into account (3.3) and the comments below it), putting $m_{R}(t)=m\left(\left\{y \in B_{R}\left(x_{0}\right):|D u|^{2}>t\right\}\right)$, we can estimate II as follows.

$$
\begin{align*}
I I & \leq 3 \int_{B_{R / 2}}|F|^{2} d x+3 M^{2}\left(\int_{B_{R / 2}}|u|^{2 \delta} d x+\int_{B_{R / 2}} h^{2}(|D u|) d x\right) \\
& \leq c\left(R^{\lambda}+\left(\int_{B_{R / 2}}|u|^{2 n /(n-2)} d x\right)^{\delta(n-2) / n} R^{n(1-\delta(n-2) / n)}+\int_{0}^{\infty} \frac{d}{d t}(H(t)) m_{R / 2}(t) d t\right) \\
& \leq c\left(R^{\lambda}+R^{n(1-\delta(n-2) / n)}+J\right), \tag{5.3}
\end{align*}
$$

where $c=c\left(n, M, \delta, \operatorname{diam} \Omega,\|F\|_{L^{q, \lambda}},\|u\|_{L^{2 n /(n-2)}}\right)$. By means of Lemma 4.5 and Lemma 4.6 we get

$$
\begin{align*}
J & =\int_{0}^{t_{0}} \frac{d}{d t}\left(\frac{t}{\ln ^{s}\left(\mathrm{e}+t_{0}^{2}\right)}\right) m_{R / 2}(t) d t+\int_{t_{0}}^{\infty} \frac{d}{d t}\left(\frac{t}{\ln ^{s}(\mathrm{e}+t)}\right) m_{R / 2}(t) d t \\
& \leq \frac{\kappa_{n} t_{0}}{2^{n} \ln ^{s}\left(\mathrm{e}+t_{0}^{2}\right)} R^{n}+\sup _{t_{0}<t<\infty}\left(\frac{1}{t-t_{0}} \int_{t_{0}}^{t} \frac{d}{d w}\left(\frac{w}{\ln ^{s}(\mathrm{e}+w)}\right) d w\right) \int_{t_{0}}^{\infty} m_{R / 2}(w) d w \\
& \leq \frac{\kappa_{n} t_{0}}{2^{n} \ln ^{s}\left(\mathrm{e}+t_{0}^{2}\right)} R^{n}+\sup _{t_{0}<\xi<\infty<\infty}\left[\frac{1}{\ln ^{s}(\mathrm{e}+\xi)}\left(1-\frac{s \zeta}{(\mathrm{e}+\xi) \ln (\mathrm{e}+\xi)}\right)\right] \int_{B_{R / 2}}|D u|^{2} d y \\
& \leq \frac{\kappa_{n} t_{0}}{2^{n} \ln ^{s}\left(\mathrm{e}+t_{0}^{2}\right)} R^{n}+\frac{1}{\ln ^{s}\left(\mathrm{e}+t_{0}\right)} \int_{B_{R / 2}}|D u|^{2} d x \\
& \leq \frac{1}{\ln ^{s}\left(\mathrm{e}+t_{0}\right)} \int_{B_{R}}|D u|^{2} d x+\frac{t_{0}}{\ln ^{s}\left(\mathrm{e}+t_{0}^{2}\right)} R^{n} . \tag{5.4}
\end{align*}
$$

From (5.3) and (5.4) we have

$$
\begin{equation*}
I I \leq c\left(\frac{1}{\ln ^{s}\left(\mathrm{e}+t_{0}\right)} \int_{B_{R}}|D u|^{2} d x+\frac{t_{0}}{\ln ^{s}\left(\mathrm{e}+t_{0}^{2}\right)} R^{n}+R^{\lambda}+R^{n(1-\delta(n-2) / n)}\right) . \tag{5.5}
\end{equation*}
$$

We can estimate III by means of Lemma 4.3 (with $\eta=0$ ) and we have

$$
\begin{equation*}
I I I \leq c R^{\lambda_{0} / q_{0}} . \tag{5.6}
\end{equation*}
$$

Together we have

$$
\begin{align*}
v^{2} \int_{B_{R / 2}}|D w|^{2} d x \leq c\{ & {\left[\omega^{2}(R)+\frac{1}{\ln ^{s}\left(\mathrm{e}+t_{0}\right)}\right] \int_{B_{R}}|D u|^{2} d x } \\
& \left.+\frac{t_{0}}{\ln ^{s}\left(\mathrm{e}+t_{0}^{2}\right)} R^{n}+R^{\lambda}+R^{n(1-\delta(n-2) / n)}+R^{\lambda_{0} / q_{0}}\right\} \tag{5.7}
\end{align*}
$$

The function $v=u-w \in W^{1,2}\left(B_{R / 2}, \mathbb{R}^{N}\right)$ is the solution to the system

$$
\int_{B_{R / 2}}\left\langle(A)_{R / 2} D v, D \varphi\right\rangle d x=0, \quad \forall \varphi \in W_{0}^{1,2}\left(B_{R / 2}, \mathbb{R}^{N}\right)
$$

and from Lemma 4.1 we have, for $0<\sigma \leq R / 2$,

$$
\int_{B_{\sigma}}|D v|^{2} d x \leq c\left(\frac{\sigma}{R}\right)^{n} \int_{B_{R / 2}}|D v|^{2} d x .
$$

By means of (5.7) and the last estimate we obtain, for all $0<\sigma \leq R$, the following estimate:

$$
\begin{aligned}
\int_{B_{\sigma}}|D u|^{2} d x \leq & c_{1}\left[\left(\frac{\sigma}{R}\right)^{n}+\omega^{2}(R)+\frac{1}{\ln ^{s}\left(\mathrm{e}+t_{0}\right)}\right] \int_{B_{R}}|D u|^{2} d x \\
& +c_{2}\left[\frac{t_{0}}{\ln ^{s}\left(\mathrm{e}+t_{0}^{2}\right)} R^{n}+R^{\lambda}+R^{n(1-\delta(n-2) / n)}+R^{\lambda_{0} / q_{0}}\right] \\
\leq & c_{1}\left[\left(\frac{\sigma}{R}\right)^{n}+\omega^{2}(R)+\frac{1}{\ln ^{s}\left(\mathrm{e}+t_{0}\right)}\right] \int_{B_{R}}|D u|^{2} d x+c_{2} R^{\lambda^{\prime}},
\end{aligned}
$$

where the constants $c_{1}$ and $c_{2}$ only depend on the above-mentioned parameters and $\lambda^{\prime}=$ $\min \left\{n, \lambda, n(1-\delta(n-2) / n), \lambda_{0} / q_{0}\right\}\left(\lambda^{\prime}<n\right)$. For $\eta=0$ (see Lemma 4.3) we have $\lambda^{\prime}=$ $\min \left\{\lambda, n-(n-2) \delta,(n+2)-(n-2) \delta_{0},(n+2)-n \gamma_{0}\right\}$. Set

$$
\phi(\sigma)=\int_{B_{\sigma}}|D u|^{2} d x, \quad E_{1}=c_{1}, \quad E_{2}=c_{1}\left(\omega^{2}(R)+\frac{1}{\ln ^{s}\left(\mathrm{e}+t_{0}\right)}\right), \quad D=c_{2}
$$

Further we can choose $k<1$ such that $E_{1} k^{n-\lambda^{\prime}}<1 / 2$. It is obvious (the coefficients $A$ are continuous) that the constants $R_{0}>0$ and $t_{0}>0$ exist such that $E_{2} k^{-\lambda^{\prime}}<1 / 2$, then $E_{1} k^{n-\lambda^{\prime}}+E_{2} k^{-\lambda^{\prime}}<1$. For all $0<\sigma \leq R \leq \min \left\{d_{0}, R_{0}\right\}$ the assumptions of Lemma 4.2 are satisfied and therefore

$$
\int_{B_{\sigma}}|D u|^{2} d x \leq c \sigma^{\lambda^{\prime}}, \quad \forall \sigma \leq \min \left\{d_{0}, R_{0}\right\} .
$$

If $\min \left\{d_{0}, R_{0}\right\}<\operatorname{diam} \Omega_{0}$, it is easy to check that for $\min \left\{d_{0}, R_{0}\right\} \leq \sigma \leq \operatorname{diam} \Omega_{0}$ we have

$$
\int_{\Omega_{\sigma}\left(x_{0}\right)}|D u|^{2} d x \leq c\left(\frac{\sigma}{\min \left\{d_{0}, R_{0}\right\}}\right)^{\lambda^{\prime}} \int_{\Omega}|D u|^{2} d x
$$

and thus we get

$$
\|D u\|_{L^{2},^{\prime}\left(\Omega_{0}, \mathbb{R}^{n N}\right)} \leq c\|D u\|_{L^{2}\left(\Omega, \mathbb{R}^{n N}\right)} .
$$

If $\lambda=\lambda^{\prime}$ the Theorem is proved. If $\lambda^{\prime}<\lambda$ the previous procedure can be repeated with $\eta=\lambda^{\prime}$ in Lemma 4.3. It is clear that after a finite number of steps (since $\lambda^{\prime}$ increases in each step as it follows from Lemma 4.3) we obtain $\lambda^{\prime}=\lambda$.

Proof of Theorem 3.2. Using the same procedure as in the foregoing proof we get the inequality (5.1). The terms I, II and III we can estimate as follows.

From Proposition 4.4 with $2<r<q$, Hölder inequality $\left(r^{\prime}=r /(r-2)\right)$ and from the fact that, for a BMO-function, all $L^{r}$ norms, $1 \leq r<\infty$ are equivalent (see Proposition $2.2(\mathrm{~g})$ ) we obtain

$$
\begin{align*}
I \leq & \left(\int_{B_{R / 2}}\left|A(x)-A_{R / 2}\right|^{2 r^{\prime}} d x\right)^{1 / r^{\prime}}\left(\int_{B_{R / 2}}|D u|^{r} d x\right)^{2 / r} \\
\leq & c\left(\int_{B_{R / 2}}\left|A(x)-A_{R / 2}\right|^{2 r^{\prime}} d x\right)^{1 / r^{\prime}} \\
& \times\left\{R^{-n / r^{\prime}} \int_{B_{R}}|D u|^{2} d x+\left(\int_{B_{R}}\left(|l|^{r}+|F|^{r}\right) d x\right)^{2 / r}+R^{2+2 n\left(1-1 / q_{0}\right) / r}\left(\int_{B_{R}}|f|^{r q_{0}} d x\right)^{2 / r q_{0}}\right\} \\
\leq & c \mathcal{N}_{2 r^{\prime}, R}^{2}\left(A ; \Omega_{0}\right)\left[\int_{B_{R}}|D u|^{2} d x+\left(R^{2 n / r-2(n-\lambda) / q}+R^{2+2 n(1 / r-1 / q)-4 / q+2 \lambda / q}\right) R^{n / r^{\prime}}\right] \\
\leq & c \mathcal{N}_{2 r^{\prime}, R}^{2}\left(A ; \Omega_{0}\right)\left[\int_{B_{R}}|D u|^{2} d x+R^{n-2(n-\lambda) / q}\right], \tag{5.8}
\end{align*}
$$

where $c=c\left(r,\|l\|_{L^{q, \lambda}},\|F\|_{L^{q, \lambda}},\|f\|_{L^{q q_{0}}, \lambda q_{0}}\right)$.
From assumption (3.5) (taking into account (3.3) and the comments below it) we can estimate II as follows.

$$
\begin{align*}
I I & \leq 2 \int_{B_{R / 2}}|F|^{2} d x+2 M^{2} \int_{B_{R / 2}} h^{2}(|D u|) d x \leq c\left(R^{n-2(n-\lambda) / q}+\int_{0}^{\infty} \frac{d}{d t}(H(t)) m_{R / 2}(t) d t\right) \\
& =: c\left(R^{n-2(n-\lambda) / q}+J\right) . \tag{5.9}
\end{align*}
$$

The term $J$ in the previous inequality can be estimated in the same way as in (5.4) and so (5.9) and (5.4) give us

$$
\begin{equation*}
I I \leq c\left(\frac{1}{\ln ^{s}\left(\mathrm{e}+t_{0}\right)} \int_{B_{R}}|D u|^{2} d x+\frac{t_{0}}{\ln ^{s}\left(\mathrm{e}+t_{0}^{2}\right)} R^{n}+R^{n-2(n-\lambda) / q}\right) . \tag{5.10}
\end{equation*}
$$

We can estimate III by means of Lemma 4.3 (with $\eta=0$ ) and we have

$$
\begin{equation*}
I I I \leq c R^{\lambda_{0} / q_{0}} . \tag{5.11}
\end{equation*}
$$

Now (5.1) implies

$$
\begin{align*}
v^{2} \int_{B_{R / 2}}|D w|^{2} d x \leq c\{ & \left\{\left[\mathcal{N}_{2 r^{\prime}, R}^{2}\left(A ; \Omega_{0}\right)+\frac{1}{\ln ^{s}\left(\mathrm{e}+t_{0}\right)}\right] \int_{B_{R}}|D u|^{2} d x\right. \\
& \left.+\left(\mathcal{N}_{2 r^{\prime}, R}^{2}\left(A ; \Omega_{0}\right)+1\right) R^{n-2(n-\lambda) / q}+\frac{t_{0}}{\ln ^{s}\left(\mathrm{e}+t_{0}^{2}\right)} R^{n}+R^{\lambda_{0} / q_{0}}\right\} . \tag{5.12}
\end{align*}
$$

The function $v=u-w \in W^{1,2}\left(B_{R / 2}, \mathbb{R}^{N}\right)$ is the solution to the system

$$
\int_{B_{R / 2}}\left\langle(A)_{R / 2} D v, D \varphi\right\rangle d x=0, \quad \forall \varphi \in W_{0}^{1,2}\left(B_{R / 2}, \mathbb{R}^{N}\right)
$$

and Lemma 4.1 gives us, for $0<\sigma \leq R / 2$,

$$
\int_{B_{\sigma}}|D v|^{2} d x \leq c\left(\frac{\sigma}{R}\right)^{n} \int_{B_{R / 2}}|D v|^{2} d x .
$$

Inequality (5.12) and the last estimate give us, for all $0<\sigma \leq R$, the following estimate:

$$
\begin{aligned}
\int_{B_{\sigma}}|D u|^{2} d x \leq & c_{1}\left[\left(\frac{\sigma}{R}\right)^{n}+\mathcal{N}_{2 r^{\prime}, R}^{2}\left(A ; \Omega_{0}\right)+\frac{1}{\ln ^{s}\left(\mathrm{e}+t_{0}\right)}\right] \int_{B_{R}}|D u|^{2} d x \\
& +c_{2}\left[\left(\mathcal{N}_{2 r^{\prime}, R}^{2}\left(A ; \Omega_{0}\right)+1\right) R^{n-2(n-\lambda) / q}+\frac{t_{0}}{\ln ^{s}\left(\mathrm{e}+t_{0}^{2}\right)} R^{n}+R^{\lambda_{0} / q_{0}}\right] \\
\leq & c_{1}\left[\left(\frac{\sigma}{R}\right)^{n}+\mathcal{N}_{2 r^{\prime}, R}^{2}\left(A ; \Omega_{0}\right)+\frac{1}{\ln ^{s}\left(\mathrm{e}+t_{0}\right)}\right] \int_{B_{R}}|D u|^{2} d x+c_{2} R^{\lambda^{\prime}},
\end{aligned}
$$

where the constants $c_{1}$ and $c_{2}$ only depend on the above-mentioned parameters and $\lambda^{\prime}=\min \left\{n-2(n-\lambda) / q, \lambda_{0} / q_{0}\right\}\left(\lambda^{\prime}<n\right)$. For $\eta=0$ (see Lemma 4.3) we have $\lambda^{\prime}=$ $\min \left\{n-2(n-\lambda) / q, 2+n\left(1-\gamma_{0}\right)\right\}$. Set

$$
\phi(\sigma)=\int_{B_{\sigma}}|D u|^{2} d x, \quad E_{1}=c_{1}, \quad E_{2}=c_{1}\left(\mathcal{N}_{2 r^{\prime}, R}^{2}\left(A ; \Omega_{0}\right)+\frac{1}{\ln ^{s}\left(\mathrm{e}+t_{0}\right)}\right), \quad D=c_{2} .
$$

Further, we can choose $k<1$ such that $E_{1} k^{n-\lambda^{\prime}}<1 / 2$. It is obvious (the coefficients $A$ are $V M O)$ that the constants $R_{0}>0$ and $t_{0}>0$ exist such that $E_{2} k^{-\lambda^{\prime}}<1 / 2$, then $E_{1} k^{n-\lambda^{\prime}}+$ $E_{2} k^{-\lambda^{\prime}}<1$. For all $0<\sigma \leq R \leq \min \left\{d_{0}, R_{0}\right\}$ the assumptions of Lemma 4.2 are satisfied and therefore

$$
\int_{B_{\sigma}}|D u|^{2} d x \leq c \sigma^{\lambda^{\prime}}, \quad \forall \sigma \leq \min \left\{d_{0}, R_{0}\right\} .
$$

The remaining part of the proof is analogous to the corresponding part of the proof of Theorem 3.1.

Proof of Theorem 3.3. Theorem 3.1 gives that $D u \in L_{\text {loc }}^{2, \lambda}\left(\Omega, \mathbb{R}^{n N}\right)$ for arbitrary $\lambda<n$ and, consequently, $u \in C^{0, \alpha}\left(\Omega, \mathbb{R}^{N}\right)$ for each $\alpha \in(0,1)$. Let $B_{R / 2}\left(x_{0}\right) \subset B_{R}\left(x_{0}\right) \subset \Omega$ be an arbitrary ball and let $w \in W_{0}^{1,2}\left(B_{R / 2}\left(x_{0}\right), \mathbb{R}^{N}\right)$ be a solution to the system (we denote $B_{R}=B_{R}\left(x_{0}\right)$ and $\left.u_{R}=u_{x_{0}, R}\right)$

$$
\begin{align*}
\int_{B_{R / 2}}\left\langle(A)_{R / 2} D w, D \varphi\right\rangle d x= & \int_{B_{R / 2}}\left\langle\left((A)_{R / 2}-A(x)\right) D u, D \varphi\right\rangle d x \\
& -\int_{B_{R / 2}}\left\langle g(x, u, D u)-(g(x, u, D u))_{R / 2}, D \varphi\right\rangle d x \\
& +\int_{B_{R / 2}}\langle b(x, u, D u), \varphi\rangle d x \tag{5.13}
\end{align*}
$$

for every $\varphi \in W_{0}^{1,2}\left(B_{R / 2}, \mathbb{R}^{N}\right)$. It is known that, under the assumption of the theorem, such solution exists and, it is unique for all $R<R^{\prime}$ ( $R^{\prime}$ is sufficiently small, $R^{\prime} \leq 1$ ). We can put $\varphi=w$ in (5.13) and using the ellipticity, Hölder's and Sobolev's inequalities, we get

$$
\begin{align*}
v^{2} \int_{B_{R / 2}}|D w|^{2} d x \leq & c\left(\int_{B_{R / 2}}\left|A_{R / 2}-A(x)\right|^{2}|D u|^{2} d x+\int_{B_{R / 2}}\left|g(x, u, D u)-(g(x, u, D u))_{R / 2}\right|^{2} d x\right. \\
& \left.+\left(\int_{B_{R / 2}}|b(x, u, D u)|^{2 q_{0}} d x\right)^{1 / q_{0}}\right)=: c(I+I I+I I I) \tag{5.14}
\end{align*}
$$

The estimate of $I$ is analogous to that in the proof of Theorem 3.1, but here we have to use the Hölder continuity of coefficients, which is the crucial assumption for obtaining some reasonable estimate (using the information at the beginning of the proof).

$$
I \leq c R^{2 \alpha} \int_{B_{R / 2}}|D u|^{2} d x \leq c R^{n}
$$

where $\alpha \in(0,1]$ is a given constant.
Further, we estimate the second integral on the right hand side of (5.14). From the assumption (3.7) and by means of the Young inequality, we obtain

$$
\begin{aligned}
I I \leq & f_{B_{R / 2}}\left(\int_{B_{R / 2}}|g(x, u(x), D u(x))-g(y, u(y), D u(y))|^{2} d y\right) d x \\
\leq & 3 M f_{B_{R / 2}}\left(\int_{B_{R / 2}}|F(x)-F(y)|^{2} d y\right) d x+3 M f_{B_{R / 2}}\left(\int_{B_{R / 2}}\left(|u(x)|+|u(y)|^{2 \delta} d y\right) d x\right. \\
& +3 M f_{B_{R / 2}}\left(\int_{B_{R / 2}} h^{2}(|D u(x)-D u(y)|) d y\right) d x \\
\leq & 12 M \int_{B_{R / 2}}\left|F(x)-F_{R / 2}\right|^{2} d x+3 \cdot 2^{\delta-n} M \kappa_{n}\|u\|_{C\left(B_{R / 2}, \mathbb{R}^{N}\right)}^{2 \delta} R^{n} \\
& +3 M f_{B_{R / 2}}\left(\int_{B_{R / 2}} \frac{|D u(x)-D u(y)|^{2}}{\ln ^{s}\left(\mathrm{e}+|D u(x)-D u(y)|^{2}\right)} d y\right) d x \\
= & 12 M \int_{B_{R / 2}}\left|F(x)-F_{R / 2}\right|^{2} d x+3 \cdot 2^{\delta-n} M \kappa_{n}\|u\|_{C\left(B_{R / 2}, \mathbb{R}^{N}\right)}^{2 \delta} R^{n}+3 M f_{B_{R / 2}}\left(\int_{B_{R / 2}} K(x, y) d y\right) d x .
\end{aligned}
$$

Using the fact that the function $l(t)=t^{2} / \ln ^{s}\left(\mathrm{e}+t^{2}\right)$ is nondecreasing and convex on $[0, \infty)$ if $0<s \leq 1$ and so the function $k(z)=l(|z|)$ is convex on $\mathbb{R}^{n N}$, we can get the estimate

$$
\begin{aligned}
K(x, y) & =\frac{\left|D u(x)-(D u)_{R / 2}+(D u)_{R / 2}-D u(y)\right|^{2}}{\ln ^{5}\left(\mathrm{e}+\left|D u(x)-(D u)_{R / 2}+(D u)_{R / 2}-D u(y)\right|^{2}\right)} \\
& \leq \frac{1}{2} \frac{\left|2\left(D u(x)-(D u)_{R / 2}\right)\right|^{2}}{\ln ^{s}\left(\mathrm{e}+\left|2\left(D u(x)-(D u)_{R / 2}\right)\right|^{2}\right)}+\frac{1}{2} \frac{\left|2\left(D u(y)-(D u)_{R / 2}\right)\right|^{2}}{\ln ^{5}\left(\mathrm{e}+\left|2\left(D u(y)-(D u)_{R / 2}\right)\right|^{2}\right)}
\end{aligned}
$$

which gives

$$
f_{B_{R / 2}}\left(\int_{B_{R / 2}} K(x, y) d y\right) d x \leq \int_{B_{R / 2}} \frac{4\left|D u(x)-(D u)_{R / 2}\right|^{2}}{\ln ^{s}\left(\mathrm{e}+4\left|D u(x)-(D u)_{R / 2}\right|^{2}\right)} d x=: J_{A}
$$

and so

$$
\begin{equation*}
I I \leq 12 M \int_{B_{R / 2}}\left|F(x)-F_{R / 2}\right|^{2} d x+3 \cdot 2^{\delta-n} M \kappa_{n}\|u\|_{C\left(B_{R / 2}, \mathbb{R}^{N}\right)}^{2 \delta} R^{n}+3 M J_{A} . \tag{5.15}
\end{equation*}
$$

The quantity $J_{A}$ can be estimated in a way, analogous to that in (5.4). Putting $m_{R}(t)=$ $m\left(\left\{y \in B_{R}\left(x_{0}\right): 4\left|D u-(D u)_{R}\right|^{2}>t\right\}\right)$ and $H(t)=t / \ln ^{s}(\mathrm{e}+t), t \in[0, \infty)$, we get (through Lemmas 4.5 and 4.6)

$$
\begin{align*}
J_{A} & =\int_{0}^{\infty} \frac{d}{d t}(H(t)) m_{R / 2}(t) d t \\
& =\int_{0}^{t_{0}} \frac{d}{d t}\left(\frac{t}{\ln ^{s}(\mathrm{e}+t)}\right) m_{R / 2}(t) d t+\int_{t_{0}}^{\infty} \frac{d}{d t}\left(\frac{t}{\ln ^{s}(\mathrm{e}+t)}\right) m_{R / 2}(t) d t \\
& \leq \frac{4}{\ln ^{s}\left(\mathrm{e}+t_{0}\right)} \int_{B_{R}}\left|D u-(D u)_{R}\right|^{2} d x+\frac{t_{0}}{\ln ^{s}\left(\mathrm{e}+t_{0}\right)} R^{n} . \tag{5.16}
\end{align*}
$$

From (5.15) and (5.16) we have

$$
I I \leq c\left(\frac{4}{\ln ^{s}\left(\mathrm{e}+t_{0}\right)} \int_{B_{R}}\left|D u-(D u)_{R}\right|^{2} d x+M\left(\frac{t_{0}}{M \ln ^{s}\left(\mathrm{e}+t_{0}\right)}+\|F\|_{\mathcal{L}^{2, n}(\Omega)}+\|u\|_{C\left(B_{R / 2}, \mathbb{R}^{N}\right)}^{2 \delta}\right) R^{n}\right) .
$$

The term III we can estimate in the following manner. In Lemma 4.3 (remember that $\lambda=n$ ), thanks to Theorem 3.1, the parameter $\eta<n$ can be chosen arbitrarily close to $n$. Consequently, $\lambda_{0}$ can be bigger than value $n q_{0}$ and so

$$
I I I \leq c R^{n} .
$$

Now, using the estimates I, II, III, from (5.14) we have

$$
\begin{equation*}
v^{2} \int_{B_{R / 2}}|D w|^{2} d x \leq c \frac{1}{\ln ^{s}\left(\mathrm{e}+t_{0}\right)} \int_{B_{R}}\left|D u(x)-(D u)_{R}\right|^{2} d x+c R^{n} . \tag{5.17}
\end{equation*}
$$

The function $v=u-w \in W^{1,2}\left(B_{R / 2}, \mathbb{R}^{N}\right)$ is the solution to the system

$$
\int_{B_{R / 2}}\left\langle(A)_{R / 2} D v, D \varphi\right\rangle d x=0, \quad \forall \varphi \in W_{0}^{1,2}\left(B_{R / 2}, \mathbb{R}^{N}\right)
$$

and Lemma 4.1 gives us, for $0<\sigma \leq R / 2$,

$$
\int_{B_{\sigma}}\left|D v(x)-(D v)_{\sigma}\right|^{2} d x \leq c\left(\frac{\sigma}{R}\right)^{n+2} \int_{B_{R / 2}}\left|D v-(D v)_{R / 2}\right|^{2} d x .
$$

Inequality (5.17) and the last estimate give us, for all $0<\sigma \leq R$, the following estimate:

$$
\int_{B_{\sigma}}\left|D u(x)-(D u)_{\sigma}\right|^{2} d x \leq c_{1}\left[\left(\frac{\sigma}{R}\right)^{n+2}+\frac{1}{\ln ^{s}\left(\mathrm{e}+t_{0}\right)}\right] \int_{B_{R}}\left|D u(x)-(D u)_{R}\right|^{2} d x+c_{2} R^{n},
$$

where the constants $c_{1}$ and $c_{2}$ only depend on the above-mentioned parameters.
If we put $\phi(R)=\int_{B_{R}}\left|D u(x)-(D u)_{R}\right|^{2} d x, \alpha=n+2, \beta=n, E_{1}=c_{1}, E_{2}=c_{1} / \ln ^{s}\left(\mathrm{e}+t_{0}\right)$, $D=c_{2}$ and use Lemma 4.2, the result follows in a standard way, analogous to those in the previous proofs. So we can conclude that $D u \in \mathcal{L}_{\text {loc }}^{2, n}\left(\Omega, \mathbb{R}^{n N}\right)$.

Remark 5.1. It is known that for weak solutions $u \in W^{1, \infty}\left(\Omega, \mathbb{R}^{N}\right)$ to the system (1.1) the Hölder continuity of their gradients is, broadly speaking, equivalent to the fact that the condition of Liouville type is satisfied (see [12, Chapter 6] for precise information). Later the first author of the paper proved in [3] that the same holds under the assumption that gradients of weak solutions belong to the class $\mathcal{L}^{2, n}\left(\Omega, \mathbb{R}^{n N}\right)$. So the paper [4] and the statement of Theorem 3.3 could be seen as contributions to the above mentioned theory.

## Acknowledgements

This work was supported by the research projects Slovak Grant Agency No. 1/0071/14 and No. 1/0078/17.

## References

[1] P. Acquistapace, On BMO regularity for linear elliptic systems, Ann. Mat. Pura Appl. (4) 161(1992), 231-269. MR1174819; url
[2] S. Campanato, Sistemi ellittici in forma divergenza. Regolarità all'interno (in Italian), Quaderni, Pisa, 1980. MR668196
[3] J. DanĚček, The regularity of weak solutions to nonlinear elliptic systems, Ph.D. thesis (in Czech), Faculty of Mathematics and Physics, Charles University, Prague, 1984.
[4] J. Daněček, Regularity for nonlinear elliptic systems, Comment. Math. Univ. Carolin. 27(1986), No. 4, 755-764. MR0874370
[5] J. Daň̌ček, E. Viszus, A note on regularity for nonlinear elliptic systems, Arch. Math. (Brno) 36(2000), 229-237. MR1785041
[6] J. Daněček, E. Viszus, Regularity on the interior for the gradient of weak solutions to nonlinear second-order elliptic systems, Electron. J. Differential Equations 2013, No. 121, 1-17. MR3065074
[7] M. Giaquinta, Multiple integrals in the calculus of variations and nonlinear elliptic systems, Annals of Mathematics Studies, Vol. 105, Princenton University Press, Princeton, NJ, 1983. MR717034
[8] Q. Huang, Estimates on the generalized Morrey spaces $L_{\varphi}^{2, \lambda}$ and $\mathrm{BMO}_{\psi}$ for linear elliptic systems, Indiana Univ. Math. J. 45(1996), 397-439. MR1414336; url
[9] J. Kadlec, J. Nečas, Sulla regolarità delle soluzioni di equazioni ellitiche negli spazi $H^{k, \lambda}$ (in Italian), Ann. Scuola Norm. Sup. Pisa (3) 21(1967), 527-545. MR0223723
[10] J. Kristensen, G. Mingione, The singular set of Lipschitzian minima of multiple integrals, Arch. Ration. Mech. Anal. 184(2007), 341-369. MR2299766; url
[11] A. Kufner, O. John, S. Fučík, Function spaces, Academia, Prague, 1977. MR0482102
[12] J. Nečas, Introduction to the theory of nonlinear elliptic equations, John Wiley \& Sons Ltd., Chichester, 1986, reprint of the 1983 edition. MR874752
[13] M. A. Ragusa, A. Tachikawa, H. Takabayashi, Partial regularity of $p(x)$-harmonic maps, Trans. Amer. Math. Soc. 365(2013), 3329-3353. MR3034468; url
[14] D. Sarason, Functions of vanishing mean oscillation, Trans. Amer. Math. Soc. 207(1975), 391-405. MR0377518; url
[15] Ch. Scheven, T. Schmidt, Asymptotically regular problems. I. Higher integrability, J. Differential Equations 248(2010), 261-281. MR2578447; url
[16] S. Spanne, Some function spaces defined using the mean oscillation over cubes, Ann. Scuola Norm. Sup. Pisa (3) 19(1965), 593-608. MR0190729
[17] W. P. Ziemer, Weakly differentiable functions, Graduate Texts in Mathematics, Vol. 120, Springer-Verlag, Heidelberg, 1989. MR1014685; url


[^0]:    ${ }^{\boxtimes}$ Corresponding author. Email: eugen.viszus@fmph.uniba.sk

