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#### Abstract

In this paper, we obtain a precise estimation of the hyper order of solutions for a class of higher order linear differential equation, and also investigate the exponents of convergence of the fixed points of solutions and their first derivatives for the second order case. These results generalize the results of GundersenSteinbart, Wittich and Chen-Shon.
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## 1. Introduction

In this paper, we will use standard notations from the value distribution theory of meromorphic functions (see [15] [20]). We suppose that $f(z)$ is a meromorphic function in whole complex plane $\mathbf{C}$. In addition, we denote the order of growth of $f(z)$ by $\sigma(f)$, and also use the notation $\sigma_{2}(f)$ to denote the hyper-order of $f(z)$, defined by

$$
\sigma_{2}(f)=\underset{r \rightarrow \infty}{\limsup } \frac{\log \log T(r, f)}{\log r}
$$

To give the precise estimate of fixed points, we define the exponent of convergence of fixed points by $\tau(f)$

$$
\tau(f)=\limsup _{r \rightarrow \infty} \frac{\log N\left(r, \frac{1}{(f-z)}\right)}{\log r}
$$

and also the hyper-exponent of convergence of (distinct) fixed points by $\tau_{2}(f)\left(\bar{\tau}_{2}(f)\right)$

$$
\begin{aligned}
& \tau_{2}(f)=\limsup _{r \rightarrow \infty} \frac{\log \log N\left(r, \frac{1}{(f-z)}\right)}{\log r}, \\
& \bar{\tau}_{2}(f)=\limsup _{r \rightarrow \infty} \frac{\log \log \bar{N}\left(r, \frac{1}{(f-z)}\right)}{\log r} .
\end{aligned}
$$

Recently, many scholars devoted to investigating the growth of solutions of complex differential equations, see [1-3, 5-9, 11, 12, 16-19, 21].

[^0]Consider the second order homogeneous linear periodic differential equation

$$
\begin{equation*}
f^{\prime \prime}+P\left(e^{z}\right) f^{\prime}+Q\left(e^{z}\right) f=0, \tag{1.1}
\end{equation*}
$$

where $P(z)$ and $Q(z)$ are polynomials in $z$ and not both constants. It is well known that every solution of $f$ is an entire.

Suppose $f \not \equiv 0$ is a solution of (1.1) and if $f$ satisfies the condition

$$
\begin{equation*}
\limsup _{r \rightarrow \infty} \frac{\log T(r, f)}{r}=0, \tag{1.2}
\end{equation*}
$$

then, we say that $f$ is a nontrivial subnormal solution of (1.1).
Wittich [17] investigated the subnormal solution of (1.1), and obtained the form of all subnormal solutions in the following theorem.

Theorem A. If $f(\not \equiv 0)$ is a subnormal solution of (1.1), then $f$ must have the form

$$
\begin{equation*}
f(z)=e^{c z}\left(h_{0}+h_{1} e^{z}+\cdots+h_{m} e^{m z}\right) \tag{1.3}
\end{equation*}
$$

where $m \geq 0$ is an integer and $c, h_{0}, \cdots, h_{m}$ are constants with $h_{0} \neq 0$ and $h_{m} \neq 0$.

Gundersen and Steinbart [12] refined Theorem A and got the following theorem.

Theorem B. Under the assumption of Theorem A, the following statements hold.
(i) if $\operatorname{deg} P>\operatorname{deg} Q$ and $Q \not \equiv 0$, then, any subnormal solution $f \not \equiv 0$ of (1.1) must have the form

$$
f(z)=\sum_{k=0}^{m} h_{k} e^{-k z},
$$

where $m \geq 1$ is an integer and $h_{0}, h_{1}, \cdots, h_{m}$ are constants with $h_{0} \neq 0$ and $h_{m} \neq 0$.
(ii) if $\operatorname{deg} P \geq 1$ and $Q=0$, then any subnormal solution of equation (1.1) must be a constant,
(iii) if $\operatorname{deg} P<\operatorname{deg} Q$, then the subnormal solution of equation (1.1) is $f=0$.

Chen and Shon [6] investigate more general equation than (1.1), and get the following theorem.

Set

$$
\begin{align*}
& a_{j}(z)=a_{j d_{j}} z^{d_{j}}+a_{j\left(d_{j}-1\right)} z^{d_{j}-1}+\cdots+a_{j 1} z+a_{j 0}  \tag{1.4}\\
& b_{k}(z)=b_{k d_{k}} z^{d_{k}}+b_{k\left(d_{k}-1\right)} z^{d_{k}-1}+\cdots+b_{k 1} z+b_{k 0} \tag{1.5}
\end{align*}
$$

where $d_{j} \geq 0, m_{k} \geq 0(j=1, \ldots, n, k=1, \ldots, s)$ are integers. $a_{j d_{j}}, \ldots, a_{j 0} ; b_{k d_{k}}, \ldots, b_{k 0}$ are constants. $a_{j d_{j}} \neq 0, b_{k d_{k}} \neq 0$.

Theorem C. Let $a_{n}(z), \ldots, a_{1}(z), b_{s}(z), \ldots, b_{1}(z)$ be polynomials and satisfy (1.4) and (1.5), and $a_{n}(z) b_{s}(z) \neq 0$. Suppose that

$$
P\left(e^{z}\right)=a_{n}(z) e^{n z}+\cdots+a_{1}(z) e^{z}, \quad Q\left(e^{z}\right)=b_{s}(z) e^{s z}+\cdots+b_{1}(z) e^{z} .
$$

If $n \neq s$, then every solution $f(\not \equiv 0)$ of equation

$$
\begin{equation*}
f^{\prime \prime}+P\left(e^{z}\right) f^{\prime}+Q\left(e^{z}\right) f=0 \tag{1.6}
\end{equation*}
$$

satisfies $\sigma_{2}(f)=1$.
For the higher-order linear homogeneous differential equation

$$
\begin{equation*}
f^{(k)}+P_{k-1}\left(e^{z}\right) f^{(k-1)}+\cdots+P_{0}\left(e^{z}\right) f=0, \tag{1.7}
\end{equation*}
$$

where $P_{j}\left(e^{z}\right)(j=0, \ldots, k-1)$ are polynomials in $z$, many papers were devoted to investigate the solutions of (1.7) (see [3] [5] [7] [8] [16]).

In [7] Chen and Shon consider the existence of subnormal solution of (1.7) and obtain the following theorem.

Theorem D. Let $P_{j}(z)(j=0, \ldots, k-1)$ be polynomials in $z$ such that all constant terms of $P_{j}$ are equal to zero and $\operatorname{deg} P_{j}=m_{j}$, that is,

$$
P_{j}\left(e^{z}\right)=a_{j m_{j}} e^{m_{j} z}+a_{j\left(m_{j}-1\right)} e^{\left(m_{j}-1\right) z}+\cdots+a_{j 1} e^{z},
$$

where $a_{j m_{j}}, a_{j\left(m_{j}-1\right)}, \ldots, a_{j 1}$ are constants and $a_{j m_{j}} \neq 0 ; m_{j} \geq 1$ are integers. Suppose that there exists $m_{s}(s \in\{0, \ldots, k-1\})$ satisfying

$$
m_{s}>\max \left\{m_{j}: j=0, \ldots, s-1, s+1, \ldots, k-1\right\}=m
$$

Then one has the following properties.
(i) If $P_{0} \not \equiv 0$, then (1.7) has no nontrivial subnormal solution and every solution of $(1.7)$ is of hyper order $\sigma_{2}(f)=1$.
(ii) If $P_{0} \equiv \cdots \equiv P_{d-1} \equiv 0$ and $P_{d} \not \equiv 0(d<s)$, then any polynomials with degree $\leq d-1$ are subnormal solutions of (1.7) and all other solutions f of $(1.7)$ satisfy $\sigma_{2}(f)=1$.

It is natural to ask the following question: whether the result of Theorem B can be generalized to the higher order case under the condition
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of Theorem C. In this paper, we first investigate the problem and obtain the following result.

Set

$$
\begin{equation*}
a_{j m_{i}}(z)=a_{j m_{i} d_{j m_{i}}} z^{d_{j m_{i}}}+a_{j m_{i}\left(d_{j m_{i}}-1\right)} z^{d_{j m_{i}}-1}+\cdots+a_{j m_{i} 1} z+a_{j m_{i} 0} \tag{1.8}
\end{equation*}
$$

where $d_{j m_{i}} \geq 0(j=1, \ldots, n)$ are integers, $a_{j m_{i} d_{j m_{i}}}, \ldots, a_{j m_{i} 0}$ are constants, $a_{j m_{i} d_{j m_{i}}} \neq 0$.

Theorem 1. Let $a_{j m_{i}}(z)$ be polynomials and satisfy (1.8). Suppose that

$$
\begin{equation*}
P_{j}\left(e^{z}\right)=a_{j m_{j}}(z) e^{m_{j} z}+\cdots+a_{j 1}(z) e^{z} \tag{1.9}
\end{equation*}
$$

where $a_{j m_{i}}(z) \not \equiv 0$. If there exists an integer $s(s \in\{0, \ldots, k-1\})$ satisfying

$$
\begin{equation*}
m_{s}>\max \left\{m_{j}: j=0, \ldots, s-1, s+1, \ldots, k-1\right\}=m \tag{1.10}
\end{equation*}
$$

then every nonconstant solution $f$ of equation

$$
\begin{equation*}
f^{(k)}+P_{k-1}\left(e^{z}\right) f^{(k-1)}+\cdots+P_{0}\left(e^{z}\right) f=0 \tag{1.11}
\end{equation*}
$$

satisfies $\sigma_{2}(f)=1$ if one of the following condition holds.
(1) $s=0$ or 1 .
(2) $s \geq 2$ and $\operatorname{deg} a_{0 j}(z)>\operatorname{deg} a_{i j}(z)(i \neq 0)$.

For almost four decades, a lot of results have been obtained on the fixed points of general transcendental meromorphic function. However, there are few studies on fixed points of differential polynomials generated by solutions of differential equation. In 2000, Z.X.Chen [4] first pointed out the relation between the exponent of convergence of distinct fixed points and the rate of growth of solutions of second-order linear differential equations with entire coefficients. In this paper, we continue to investigate the relation between the hyper-exponent of convergence of distinct fixed points and the rate of growth of solutions for a higher order case.

Theorem 2. Under the assumption of Theorem 1, if $z P_{0}\left(e^{z}\right)+P_{1}\left(e^{z}\right) \not \equiv$ 0 , then we have every nonconstant solution $f$ of equation (1.11) satisfies

$$
\tau_{2}(f)=\bar{\tau}_{2}(f)=\sigma_{2}(f)=1
$$

In particular, we investigate the exponents of convergence of the fixed points of solutions and their first derivatives for a second order equation (1.6). we will prove the following theorems:

Theorem 3. Let $a_{n}(z), \ldots, a_{1}(z), b_{s}(z), \cdots, b_{1}(z)$ be polynomials and satisfy (1.4) and (1.5), and $a_{n}(z) b_{s}(z) \not \equiv 0$. Suppose that

$$
P\left(e^{z}\right)=a_{n}(z) e^{n z}+\cdots+a_{1}(z) e^{z}, \quad Q\left(e^{z}\right)=b_{s}(z) e^{s z}+\cdots+b_{1}(z) e^{z} .
$$

If $s \neq n$, then every solution $f(\not \equiv 0)$ of equation (1.6) satisfy $\lambda(f-z)=$ $\lambda\left(f^{\prime}-z\right)=\sigma(f)=\infty$ and $\lambda_{2}(f-z)=\lambda_{2}\left(f^{\prime}-z\right)=\sigma_{2}(f)$.

## 2. Some Lemmas

Lemma 1. ([20]) Let $f_{j}(z)(j=1, \ldots, n)(n \geq 2)$ be meromorphic functions, $g_{j}(z)(j=1, \cdots, n)$ be entire functions, and satisfy
(1) $\sum_{j=1}^{n} e^{g_{j}(z)} \equiv 0$;
(2) when $1 \leq j<k \leq n$, then $g_{i}(z)-g_{k}(z)$ is not a constant;
(3) when $1 \leq j \leq n, 1 \leq h<k \leq n$, then

$$
T\left(r, f_{j}\right)=o\left\{T\left(r, e^{g_{h}-g_{k}}\right)\right\} \quad(r \rightarrow \infty, r \notin E),
$$

where $E \subset(1, \infty)$ is of finite linear measure or logarithmic measure. Then, $f_{j}(z) \equiv 0(j=1, \cdots, n)$.

Lemma 2 Let $P_{j}\left(e^{z}\right), m_{j}, m_{s}, m$ and $a_{i j}(z)$ satisfy the hypotheses of Theorem 1. Then equation (1.11) has no nonconstant polynomial solution.
Proof. Suppose that $f_{0}=b_{n} z^{n}+\cdots+b_{1} z+b_{0}\left(n \geq 1, b_{n}, \ldots, b_{0}\right.$ are constants, $b_{n} \neq 0$ ) is a nonconstant solution of (1.11).
If $n \geq s$, then $f_{0}^{(s)} \not \equiv 0$. Substituting $f_{0}$ into (1.11) and taking $z=r$, we conclude that

$$
\begin{align*}
&\left|a_{s m_{s} d_{s m_{s}}}\right| r^{d_{s m_{s}}} e^{m_{s} r}\left|b_{n} n(n-1) \cdots(n-s+1)\right| r^{n-s}(1+o(1)) \\
& \leq\left|-P_{s}\left(e^{z}\right) f_{0}^{(s)}(z)\right| \\
& \leq\left|f_{0}^{(k)}(z)\right|+\left|P_{k-1}\left(e^{z}\right) f_{0}^{(k-1)}(z)\right|+\cdots+\left|P_{s+1}\left(e^{z}\right) f_{0}^{(s+1)}(z)\right| \\
& \quad+\left|P_{s-1}\left(e^{z}\right) f_{0}^{(s-1)}(z)\right|+\cdots+\left|P_{0}\left(e^{z}\right) f_{0}(z)\right| \\
& \leq M r^{d} e^{m r}(1+o(1)) . \tag{2.1}
\end{align*}
$$

Since $m_{s}>m$ we see that (2.1) is a contradiction.
Obviously, when $s=0$ or 1 , we can get that the equation (1.11) has no nonconstant polynomial solution from the above process.
If $n<s$, then

$$
\begin{equation*}
P_{n}\left(e^{z}\right) f_{0}^{(n)}(z)+\cdots+P_{0}\left(e^{z}\right) f_{0}(z)=0 . \tag{2.2}
\end{equation*}
$$

Set $\max \left\{m_{i}: i=0, \cdots, n\right\}=h$. If $m_{j}<h$, then we can rewrite

$$
\begin{align*}
P_{j}\left(e^{z}\right)= & a_{j h}(z) e^{h z}+\cdots+a_{j\left(m_{j}+1\right)}(z) e^{\left(m_{j}+1\right) z} \\
& +a_{j m_{j}}(z) e^{m_{j} z}+\cdots+a_{j 1}(z) e^{z} \quad(j=0, \ldots, n), \tag{2.3}
\end{align*}
$$

where $a_{j h}(z)=\cdots=a_{j\left(m_{j}+1\right)}(z)=0$.
Thus we conclude by (2.2) and (2.3) that

$$
\begin{aligned}
\left(a_{n h}(z) f_{0}^{(n)}\right. & \left.+a_{(n-1) h}(z) f_{0}^{(n-1)}+\cdots+a_{0 h} f_{0}\right) e^{h z}+\cdots \\
& +\left(a_{n j}(z) f_{0}^{(n)}+a_{(n-1) j}(z) f_{0}^{(n-1)}+\cdots+a_{0 j} f_{0}\right) e^{j z}+\cdots \\
& +\left(a_{n 1}(z) f_{0}^{(n)}+a_{(n-1) 1}(z) f_{0}^{(n-1)}+\cdots+a_{01} f_{0}\right) e^{z}=0(2.4)
\end{aligned}
$$

Set

$$
\begin{equation*}
Q_{j}(z)=a_{n j}(z) f_{0}^{(n)}+a_{(n-1) j}(z) f_{0}^{(n-1)}+\cdots+a_{0 j} f_{0} \quad(j=1, \ldots, h) \tag{2.5}
\end{equation*}
$$

Since $f_{0}$ and $a_{i j}(z)$ are polynomials, we see that

$$
\begin{equation*}
m\left(r, Q_{j}\right)=o\left\{m\left(r, e^{(\alpha-\beta) z}\right)\right\} \quad(1 \leq \beta<\alpha \leq h) \tag{2.6}
\end{equation*}
$$

By Lemma 1 and (2.4)-(2.6), we conclude that

$$
\begin{equation*}
Q_{1}(z) \equiv Q_{2}(z) \equiv \cdots \equiv Q_{h}(z) \equiv 0 \tag{2.7}
\end{equation*}
$$

Since $\operatorname{deg} f_{0}>\operatorname{deg} f_{0}^{\prime}>\cdots>\operatorname{deg} f_{0}^{(n)}$ and $\operatorname{deg} a_{0 j}(z)>\operatorname{deg} a_{i j}(z)(i \neq$ 0 ), by (2.5) and (2.7), we get a contradiction.

Lemma 3. [11] Let $f(z)$ be an entire function and suppose that $\left|f^{(k)}(z)\right|$ is unbounded on some ray $\arg z=\theta$. Then, there exists an infinite sequence of points $z_{n}=r_{n} e^{i \theta}(n=1,2, \ldots)$, where $r_{n} \rightarrow \infty$, such that $f^{(k)}\left(z_{n}\right) \rightarrow \infty$ and

$$
\begin{equation*}
\frac{\left|f^{(j)}(z)\right|}{\left|f^{(k)}(z)\right|} \leq\left|z_{n}\right|^{(k-j)}(1+o(1)) \quad(j=0, \ldots, k-1) \tag{2.8}
\end{equation*}
$$

Lemma 4. [10] Let $f(z)$ be a transcendental meromorphic function with $\sigma(f)=\sigma<\infty$, Let $\Gamma=\left\{\left(k_{1}, j_{1}\right), \ldots,\left(k_{m}, j_{m}\right)\right\}$ be a finite set of distinct pairs of integers satisfying $k_{i}>j_{i} \geq 0$ for $i=1,2, \ldots, m$. Also let $\varepsilon>0$ be a given constant, then there exists a set $E \subset[0,2 \pi)$ that has linear measure zero, such that if $\psi \in[0,2 \pi) \backslash E$, then there is constant $R_{0}=R_{0}(\psi)>1$ such that for all $z$ satisfying $\arg z=\psi$ and $|z| \geq R_{0}$ and for all $(k, j) \in \Gamma$, we have

$$
\begin{equation*}
\frac{\left|f^{(k)}(z)\right|}{\left|f^{(j)}(z)\right|} \leq|z|^{(k-j)(\sigma-1+\varepsilon)} \tag{2.9}
\end{equation*}
$$

Remark 1 Obviously, in Lemma 4, if $\psi \in[0,2 \pi) \backslash E$ is replaced by $\psi \in\left[-\frac{\pi}{2}, \frac{3 \pi}{2}\right) \backslash E$, then (2.9) still holds.

Lemma 5. [5] Let $f(z)$ be an entire function with $\sigma(f)=\sigma<\infty$. Suppose that there exists a set $E \subset[0,2 \pi)$ that has linear measure EJQTDE, 2013 No. 19, p. 6
zero, such that for any ray $\arg z=\theta_{0} \in[0,2 \pi) \backslash E,\left|f\left(r e^{i \theta_{0}}\right)\right| \leq M r^{k}$ ( $M=M\left(\theta_{0}\right)>0$ is a constant and $k>0$ is a constant independent of $\left.\theta_{0}\right)$. Then $f(z)$ is a polynomial with $\operatorname{deg} f \leq k$.

Lemma 6. [8] Let $A_{0}, \ldots, A_{k-1}$ be entire functions of finite order. If $f(z)$ is a solution of equation

$$
f^{(k)}+A_{k-1} f^{(k-1)}+\cdots+A_{0} f=0
$$

then $\sigma_{2}(f) \leq \max \left\{\sigma\left(A_{j}\right): j=0, \ldots, k-1\right\}$.
Lemma 7. [9] Let $g(z)$ be an entire function of infinite order with the hyper-order $\sigma_{2}=\sigma$, and let $\nu(r)$ be the central index of $g$. Then,

$$
\limsup _{r \rightarrow \infty} \frac{\log \log \nu(r)}{\log r}=\sigma_{2}(g)=\sigma .
$$

Lemma 8. [6] Let $f(z)$ be an entire function of infinite order with $\sigma_{2}=$ $\alpha(0 \leq \alpha<\infty)$, and a set $E \subset[1, \infty)$ have a finite logarithmic measure. Then, there exists $\left\{z_{k}=r_{k} e^{i \theta_{k}}\right\}$, such that $\left|f\left(z_{k}\right)\right|=M\left(r_{k}, f\right), \theta_{k} \in$ $\left[-\frac{\pi}{2}, \frac{3 \pi}{2}\right), \lim _{k \rightarrow \infty} \theta_{k}=\theta_{0} \in\left[-\frac{\pi}{2}, \frac{3 \pi}{2}\right), r_{k} \notin E$, and $r_{k} \rightarrow \infty$, such that (1) if $\sigma_{2}(f)=\alpha(0<\alpha<\infty)$, then for any given $\varepsilon_{1}\left(0<\varepsilon_{1}<\alpha\right)$,

$$
\begin{equation*}
\exp \left\{r_{k}^{\alpha-\varepsilon_{1}}\right\}<\nu\left(r_{k}\right)<\exp \left\{r_{k}^{\alpha+\varepsilon_{1}}\right\} \tag{2.10}
\end{equation*}
$$

(2) if $\sigma(f)=\infty$ and $\sigma_{2}(f)=0$, then for any given $\varepsilon_{2}\left(0<\varepsilon_{2}<\frac{1}{2}\right)$, and any large $M(>0)$, we have, as $r_{k}$ sufficiently large,

$$
\begin{equation*}
r_{k}^{M}<\nu\left(r_{k}\right)<\exp \left\{r_{k}^{\varepsilon_{2}}\right\} . \tag{2.11}
\end{equation*}
$$

Lemma 9. [10] Let $f$ be a transcendental meromorphic function, and $\alpha>1$ be a given constant. Then there exists a set $E \subset(1, \infty)$ with finite logarithmic measure and a constant $B>0$ that depends only on $\alpha$ and $i, j(i<j(i, j \in \mathbb{N}))$, such that for all $z$ satisfying $|z|=r \notin E \cup[0,1]$,

$$
\begin{equation*}
\left|\frac{f^{(j)}(z)}{f^{(i)}(z)}\right| \leq B\left(\frac{T(\alpha r, f)}{r}\left(\log ^{\alpha} r\right) \log T(\alpha r, f)\right)^{j-i} . \tag{2.12}
\end{equation*}
$$

Remark 2 From the proof of Lemma 9, we can see that the exceptional set $E$ satisfics that if $a_{n}$ and $b_{m}(n, m=1,2, \ldots)$ denote all zeros and poles of $f$, respectively, $O\left(a_{n}\right)$ and $O\left(b_{m}\right)$ denote sufficiently small neighborhoods of $a_{n}$ and $b_{m}$, respectively, then

$$
E=\left\{|z|: z \in\left(\cup_{n=1}^{+\infty} O\left(a_{n}\right)\right) \cup\left(\cup_{m=1}^{+\infty} O\left(b_{m}\right)\right)\right\} .
$$

Hence, if $f(z)$ is a transcendental entire function, and $z$ is a point that satisfies $|f(z)|$ to be sufficiently large, then (2.12) holds. For details see [7] Remark 2.10.

Lemma 10.(See [14] and Satz 21.2 of [13]) Let $g$ be a non-constant entire function, and let $0<\delta<1$. There exists a set $E \subset[1, \infty)$ of finite logarithmic measure with the following property. For $r \in$ $[1, \infty) \backslash E$, the central index $\nu(r)$ of $g$ satisfies

$$
\nu(r) \leq(\log M(r, g))^{1+\delta}
$$

Lemma 11. [3] Let $A_{0}, \ldots, A_{k-1}, F \not \equiv 0$ be finite order meromorphic functions. If $f$ is a meromorphic solution the equation

$$
\begin{equation*}
f^{(k)}+A_{k-1} f^{(k-1)}+\cdots+A_{0} f=F, \tag{2.13}
\end{equation*}
$$

with $\rho(f)=+\infty$ and $\rho_{2}(f)=\rho$, then $f$ satisfies $\bar{\lambda}(f)=\lambda(f)=\rho(f)=$ $+\infty$ and $\bar{\lambda}_{2}(f)=\lambda_{2}(f)=\rho_{2}(f)=\rho$.

## 3. Proof of Theorem 1

Suppose that $f \not \equiv 0$ is a solution of (1.11), then, $f$ is an entire function. By Lemma 2, we see that $f$ is transcendental.
First step.we prove that $\sigma(f)=\infty$.
Assume that $f$ is transcendental with $\sigma(f)<\infty$. By Lemma 4, we know that for any given $\varepsilon>0$, there exists a set $E \subset\left[-\frac{\pi}{2}, \frac{3 \pi}{2}\right)$ having linear measure zero, such that if $\psi \in\left[-\frac{\pi}{2}, \frac{3 \pi}{2}\right) \backslash E$, then there is a constant $R_{0}=R_{0}(\psi)>1$ such that for all $z$ satisfying $\arg z=\psi$ and $|z|=r>R_{0}$, we have

$$
\begin{equation*}
\left|\frac{f^{(j)}(z)}{f^{(s)}(z)}\right| \leq r^{(\sigma-1+\varepsilon)(j-s)} \quad j=s+1, \ldots, k . \tag{3.1}
\end{equation*}
$$

Case 1 Now we take a ray $\arg z=\theta \in\left(-\frac{\pi}{2}, \frac{\pi}{2}\right) \backslash E$. Then we have $\cos \theta>0$. We assert that $\left|f^{(s)}\left(r e^{i \theta}\right)\right|$ is bounded on the ray $\arg z=\theta$. If $\left|f^{(s)}\left(r e^{i \theta}\right)\right|$ is unbounded on the ray $\arg z=\theta$, then by Lemma 3, there exists a sequence $\left\{z_{t}=r_{t} e^{i \theta}\right\}$ such that as $r_{t} \rightarrow \infty, f^{(s)}\left(z_{t}\right) \rightarrow \infty$ and

$$
\begin{equation*}
\left|\frac{f^{(i)}\left(z_{t}\right)}{f^{(s)}\left(z_{t}\right)}\right| \leq r_{t}^{s-i}(1+o(1)) \quad i=0, \ldots, s-1 \tag{3.2}
\end{equation*}
$$

By (1.11), we get that

$$
\begin{equation*}
-P_{s}\left(e^{z_{t}}\right)=\frac{f^{(k)}\left(z_{t}\right)}{f^{(s)}\left(z_{t}\right)}+\sum_{j=0, j \neq s}^{k-1}\left[P_{j}\left(e^{z_{t}}\right)\right] \frac{f^{(j)}\left(z_{t}\right)}{f^{(s)}\left(z_{t}\right)} . \tag{3.3}
\end{equation*}
$$
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$$
\begin{align*}
\left|P_{s}\left(e^{z_{t}}\right)\right|= & \left|a_{s m_{s}}\left(z_{t}\right) e^{m_{s} z_{t}}+\cdots+a_{1}\left(z_{t}\right) e^{z_{t}}\right| \\
\geq & \left|a_{s m_{s}}\left(z_{t}\right) e^{m_{s} z_{t}}\right|-\left[\left|a_{s\left(m_{s}-1\right)}\left(z_{t}\right) e^{\left(m_{s}-1\right) z_{t}}\right|+\cdots+\left|a_{s 1}\left(z_{t}\right) e^{z_{t}}\right|\right] \\
= & \left|a_{s m_{s} d_{s m_{s}}}\right| r^{d_{s m s}}(1+o(1)) e^{m_{s} r_{t} \cos \theta} \\
& -\left[\left\lvert\, a_{s\left(m_{s}-1\right) d_{s\left(m_{s}-1\right)} \mid r^{d_{s\left(m_{s}-1\right)}} e^{\left(m_{s}-1\right) r_{t} \cos \theta}(1+o(1))+\cdots} \begin{array}{rl} 
& \left.+\left|a_{s 1 d_{s 1}}\right| r^{d_{s 1}} e^{r_{t} \cos \theta}(1+o(1))\right] \\
\geq & \frac{1}{2}\left|a_{s m_{s} d_{s m_{s}}}\right| r^{d_{s m s}} e^{m_{s} r_{t} \cos \theta}(1+o(1))
\end{array}\right.,\right. \text { (3.4) }
\end{align*}
$$

and

$$
\begin{equation*}
\left|P_{j}\left(e^{z_{t}}\right)\right| \leq 2\left|a_{j m_{j} d_{j m_{j}}}\right| r_{t}^{d_{j m_{j}}} e^{m r_{t} \cos \theta}(1+o(1)) \quad j \neq s \tag{3.5}
\end{equation*}
$$

By substituting (3.1) (3.2) (3.4) and (3.5) into (3.3), we obtain that

$$
\begin{equation*}
\frac{1}{2}\left|a_{s m_{s} d_{s m_{s}}}\right| r^{d_{s m s}} e^{m_{s} r_{t} \cos \theta}(1+o(1)) \leq 2\left|a_{j m_{j} d_{j m_{j}}}\right| r_{t}^{d_{j m_{j}}+k \sigma} e^{m r_{t} \cos \theta}(1+o(1)) \tag{3.6}
\end{equation*}
$$

Since $m_{s}>m$ and $\cos \theta>0$, we know that when $r_{t} \rightarrow \infty$, (3.6) is a contradiction.
Hence when $\arg z=\theta \in\left(-\frac{\pi}{2}, \frac{\pi}{2}\right) \backslash E$, we have $\left|f^{(s)\left(r e^{i \theta}\right)}\right| \leq M$, so, on the ray $\arg z=\theta \in\left(-\frac{\pi}{2}, \frac{\pi}{2}\right) \backslash E$,

$$
\begin{equation*}
\left|f\left(r e^{i \theta}\right)\right| \leq M r^{s} . \tag{3.7}
\end{equation*}
$$

Case 2 Now we take a ray $\arg z=\theta \in\left(\frac{\pi}{2}, \frac{3 \pi}{2}\right) \backslash E$. Then we have $\cos \theta<0$. We assert that $\left|f^{(k)}\left(r e^{i \theta}\right)\right|$ is bounded on the ray $\arg z=\theta$. If $\left|f^{(k)}\left(r e^{i \theta}\right)\right|$ is unbounded on the ray $\arg z=\theta$, then by Lemma 3, there exists a sequence $\left\{z_{t}=r_{t} e^{i \theta}\right\}$ such that as $r_{t} \rightarrow \infty, f^{(k)}\left(z_{t}\right) \rightarrow \infty$ and

$$
\begin{equation*}
\left|\frac{f^{(i)}\left(z_{t}\right)}{f^{(k)}\left(z_{t}\right)}\right| \leq r_{t}^{k-i}(1+o(1)) \quad i=0, \ldots, k-1 \tag{3.8}
\end{equation*}
$$

By (1.11), we get that

$$
\begin{equation*}
-1=P_{k-1}\left(e^{z_{t}}\right) \frac{f^{(k-1)}\left(z_{t}\right)}{f^{(k)}\left(z_{t}\right)}+\cdots+P_{0}\left(e^{z_{t}}\right) \frac{f\left(z_{t}\right)}{f^{(k)}\left(z_{t}\right)} . \tag{3.9}
\end{equation*}
$$

Since when $r_{t} \rightarrow \infty$,

$$
\begin{align*}
\left|P_{j}\left(e^{z_{t}}\right)\right|= & \left|a_{j m_{j}}\left(z_{t}\right) e^{m_{j} z_{t}}+a_{j m_{j}-1}\left(z_{t}\right) e^{\left(m_{j}-1\right) z_{t}}+\cdots+a_{j 1}\left(z_{t}\right) e^{z}\right| \\
& \leq\left|a_{j m_{j} d_{j m_{j}}}\right| r_{t}^{d_{j m_{j}}} e^{m_{j} r_{t} \cos \theta}(1+o(1))+\cdots \\
& +\left|a_{j 1 d_{j 1}}\right| r^{d_{j 1}} e^{r_{t} \cos \theta}(1+o(1)) . \tag{3.10}
\end{align*}
$$

By substituting (3.8) and (3.10) into (3.9), we obtain that

$$
\begin{align*}
1 \leq & r_{t}\left[\left|a_{k-1 m_{k-1} d_{k-1 m_{k-1}} \mid}\right| r_{t}^{d_{k-1 m_{k-1}}} e^{m_{k-1} r_{t} \cos \theta_{t}}(1+o(1))+\cdots\right. \\
& \left.+\left|a_{k-11 d_{k-11} \mid}\right| r^{d_{k-1}} e^{r_{t} \cos \theta_{t}}(1+o(1))\right]+\cdots \\
& +r_{t}^{k}\left[\left|a_{0 m_{0} d_{0 m_{0}}}\right| r_{t}^{d_{0 m_{0}}} e^{m_{0} r_{t} \cos \theta_{t}}(1+o(1))\right. \\
& \left.+\cdots+\left|a_{01 d_{01}}\right| r_{t}^{d_{01}} e^{r_{t} \cos \theta_{t}}(1+o(1))\right] . \tag{3.11}
\end{align*}
$$

Since $\cos \theta_{t}<0$, when $r_{t} \rightarrow \infty$, by (3.11), we get $1 \leq 0$. This is a contradiction. Hence $\left|f^{(k)}\left(r e^{i \theta}\right)\right| \leq M$ on the ray $\arg z=\theta \in\left(\frac{\pi}{2}, \frac{3 \pi}{2}\right) \backslash E$. So, on the ray $\arg z=\theta \in\left(\frac{\pi}{2}, \frac{3 \pi}{2}\right) \backslash E$, we have

$$
\begin{equation*}
\left|f\left(r e^{i \theta}\right)\right| \leq M r^{k} . \tag{3.12}
\end{equation*}
$$

Since the linear measure of $E \cup\left\{-\frac{\pi}{2}, \frac{\pi}{2}\right\}$ is zero, by Lemma 5, (3.7) and (3.12), we know that $f(z)$ is a polynomial. This contradicts our assumption that $f(z)$ is transcendental. Therefore $\sigma(f)=\infty$.

Second step. We prove that $\sigma_{2}(f)=1$.
By Lemma 6 and $\sigma\left(P_{i}\left(e^{z}\right)\right)=1(j=0, \ldots, k-1)$, we see that

$$
\begin{equation*}
\sigma_{2}(f) \leq \max \left\{\sigma\left(P_{i}\left(e^{z}\right)\right)\right\}=1 \tag{3.13}
\end{equation*}
$$

Now we suppose that there exists a solution $f_{0}$ satisfies $\sigma_{2}\left(f_{0}\right)=\alpha<1$. Then we have

$$
\begin{equation*}
\limsup _{r \rightarrow \infty} \frac{\log T\left(r, f_{0}\right)}{r}=0 \tag{3.14}
\end{equation*}
$$

By Lemma 9, we see that there exists a subset $E_{1} \subset(1, \infty)$ having finite logarithmic measure such that for all $z$ satisfying $|z|=r \notin E_{1} \cup[0,1]$,

$$
\begin{equation*}
\left|\frac{f_{0}^{(j)}(z)}{f_{0}(z)}\right| \leq M_{0}\left[T\left(2 r, f_{0}\right)\right]^{k+1}, j=1, \ldots, k \tag{3.15}
\end{equation*}
$$

where $M(>0)$ is some constant.
From the Wiman-Valiron theory, there is a set $E_{2} \subset(1, \infty)$ having logarithmic measure $\operatorname{lm} E_{2}<\infty$, such that we can choose a $z$ satisfying $|z|=r \notin[0,1] \cup E_{2}$ and $\left|f_{0}(z)\right|=M\left(r, f_{0}\right)$, then we get

$$
\begin{equation*}
\frac{f_{0}^{(j)}(z)}{f_{0}(z)}=\left(\frac{\nu(r)}{z}\right)^{j}(1+o(1)), \quad j=0, \ldots, k-1 \tag{3.16}
\end{equation*}
$$

where $\nu(r)$ is the central index of $f_{0}(z)$.
By Lemma 8, we see that there exists a sequence $\left\{z_{t}=r_{t} e^{i \theta_{t}}\right\}$ such that $\left|f_{0}\left(z_{t}\right)\right|=M\left(r_{t}, f_{0}\right), \theta_{t} \in\left[-\frac{\pi}{2}, \frac{3 \pi}{2}\right), \lim \theta_{t}=\theta_{0} \in\left[-\frac{\pi}{2}, \frac{3 \pi}{2}\right), r_{t} \notin$
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$[0,1] \cup E_{1} \cup E_{2}, r_{t} \rightarrow \infty$, and if $\alpha>0$, then for any given $\varepsilon_{1}\left(0<\varepsilon_{1}<\right.$ $\min \{\alpha, 1-\alpha\})$ and for sufficiently large $r_{k}$, we get by (2.10) that

$$
\begin{equation*}
\exp \left\{r_{t}^{\alpha-\varepsilon_{1}}\right\}<\nu\left(r_{t}\right)<\exp \left\{r_{t}^{\alpha+\varepsilon_{1}}\right\} \tag{3.17}
\end{equation*}
$$

if $\alpha=0$, then by $\sigma\left(f_{0}\right)=\infty$ and (2.11), we see that for any $\varepsilon_{2}(0<$ $\left.\varepsilon_{2}<\frac{1}{2}\right)$, and any large $M(>0)$, we have, as $r_{t}$ sufficiently large,

$$
\begin{equation*}
r_{t}^{M}<\nu\left(r_{t}\right)<\exp \left\{r_{t}^{\varepsilon_{2}}\right\} . \tag{3.18}
\end{equation*}
$$

Since $\theta_{0}$ may belong to $\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)$, or $\left(\frac{\pi}{2}, \frac{3 \pi}{2}\right)$, or $\left\{-\frac{\pi}{2}, \frac{\pi}{2}\right\}$, we devide this proof into three cases.

Case 1. Suppose $\theta_{0} \in\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)$. Then $\cos \theta_{0}>0$. We take $\delta=$ $\frac{1}{4}\left(\frac{\pi}{2}-\left|\theta_{0}\right|\right)$. Thus $\left[\theta_{0}-\delta, \theta_{0}+\delta\right] \subset\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)$. By $\theta_{t} \rightarrow \theta_{0}$, we see that there is a constant $N(>0)$, such that as $t>N, \theta_{t} \in\left[\theta_{0}-\delta, \theta_{0}+\delta\right]$, and $0<\cos \left(\left|\theta_{0}\right|+\delta\right) \leq \cos \theta_{t}$. By (3.14), we see that for any given $\varepsilon_{3}\left(0<\varepsilon_{3}<\frac{1}{4(k+1)} \cos \left(\left|\theta_{0}\right|+\delta\right)\right)$,

$$
\begin{equation*}
\left[T\left(2 r_{t}, f_{0}\right)\right]^{k+1} \leq e^{\varepsilon_{3}(k+1) 2 r_{t}} \leq e^{\frac{1}{2} \cos \left(\left|\theta_{0}\right|+\delta\right) r_{t}} \leq e^{\frac{1}{2} \cos \theta_{t} r_{t}} \tag{3.19}
\end{equation*}
$$

holds for $n>N$.
By (3.15) (3.16) and (3.19), we see that

$$
\begin{equation*}
\left(\frac{\nu\left(r_{t}\right)}{r_{t}}\right)^{k-s}(1+o(1))=\left|\frac{f_{0}^{(k-s)}\left(z_{t}\right)}{f_{0}\left(z_{t}\right)}\right| \leq M_{0}\left[T\left(2 r_{t}, f_{0}\right)\right]^{k+1} \leq M_{0} e^{\frac{1}{2} \cos \theta_{t} r_{t}} \tag{3.20}
\end{equation*}
$$

By (1.11), we get

$$
\begin{equation*}
-\frac{f_{0}^{(s)}\left(z_{t}\right)}{f_{0}\left(z_{t}\right)} P_{s}\left(e^{z_{t}}\right)=\frac{f_{0}^{(k)}\left(z_{t}\right)}{f_{0}\left(z_{t}\right)}+\sum_{j=0, j \neq s}^{k-1} P_{j}\left(e^{z_{t}}\right) \frac{f_{0}^{(j)}\left(z_{t}\right)}{f_{0}\left(z_{t}\right)} . \tag{3.21}
\end{equation*}
$$

Because $\cos \theta_{t}>0$ and (1.9), we get that

$$
\begin{equation*}
\left|P_{s}\left(e^{z_{t}}\right)\right|=\left|a_{s m_{s} d_{s m_{s}}}\right| r^{d_{s m_{s}}} e^{m_{s} r_{t} \cos \theta_{t}}(1+o(1)) \tag{3.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|P_{j}\left(e^{z_{t}}\right)\right| \leq M_{1} r_{t}^{d_{j m_{j}}} e^{m r_{t} \cos \theta_{t}}(1+o(1)) \quad(j=0, \ldots, s-1, s+1, \ldots, k-1) \tag{3.23}
\end{equation*}
$$

Substituting (3.16) (3.22) and (3.23) into (3.21), we get for sufficiently large $r_{t}$,

$$
\begin{aligned}
& \left(\frac{\nu\left(r_{t}\right)}{r_{t}}\right)^{s}\left|a_{s m_{s} d_{s m_{s}}}\right| r^{d_{s m_{s}}} e^{m_{s} r_{t} \cos \theta_{t}}(1+o(1)) \leq\left(\frac{\nu\left(r_{t}\right)}{r_{t}}\right)^{k}(1+o(1)) \\
& +M_{1} e^{m r_{t} \cos \theta_{t}} \sum_{j=0, j \neq s}^{k-1} r_{t}^{d_{j m_{j}}}\left(\frac{\nu\left(r_{t}\right)}{r_{t}}\right)^{j}(1+o(1))(3.24) \\
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$$

By (3.17) or (3.18),

$$
\begin{equation*}
\nu\left(r_{t}\right)>r_{t}^{M}>r_{t} . \tag{3.25}
\end{equation*}
$$

By (3.20) (3.24) and (3.25), we get

$$
\begin{align*}
\left|a_{s m_{s} d_{s m_{s}}}\right| r^{d_{s m_{s}}} e^{\left(m_{s}-m\right) r_{t} \cos \theta_{t}}(1+o(1)) & \leq k M_{1}\left(\frac{\nu\left(r_{t}\right)}{r_{t}}\right)^{k-s} r_{t}^{d}(1+o(1)) \\
& \leq M_{2} r_{t}^{d} e^{\frac{1}{2} r_{t} \cos \theta_{t}} \tag{3.26}
\end{align*}
$$

Since $m_{s}-m \geq 1>\frac{1}{2}$ and $\cos \theta_{t}>0$, we see that (3.26) is a contradiction.

Case 2.Suppose $\theta_{0} \in\left(\frac{\pi}{2}, \frac{3 \pi}{2}\right)$. By $\cos \theta_{0}<0$ and $\theta_{t} \rightarrow \theta_{0}$, we see that for sufficiently large $t$, we have $\cos \theta_{t}<0$. By (1.11) (3.16) and $\cos \theta_{t}<0$, we get for sufficiently large $r_{t}$,

$$
\begin{equation*}
e^{-m_{s} z_{t}} \frac{f^{(k)}\left(z_{t}\right)}{f\left(z_{t}\right)}=e^{-m_{s} z_{t}} P_{k-1}\left(e^{z_{t}}\right) \frac{f^{(k-1)}\left(z_{t}\right)}{f\left(z_{t}\right)}+\cdots+e^{-m_{s} z_{t}} P_{0}\left(e^{z}\right) \tag{3.27}
\end{equation*}
$$

From (1.9) and $\cos \theta_{t}<0$, we get

$$
\begin{align*}
\left|e^{-m_{s} z_{t}} P_{j}\left(e^{z_{t}}\right)\right| & =\left|a_{j m_{j}}\left(z_{t}\right) e^{-\left(m_{s}-m_{j}\right) z_{t}}+\cdots+a_{j 1}\left(z_{t}\right) e^{-\left(m_{s}-1\right) z_{t}}\right| \\
& \leq B r_{t}^{d_{j 1}} e^{-\left(m_{s}-1\right) r_{t} \cos \theta_{t}}(1+o(1)) . \tag{3.28}
\end{align*}
$$

Substituting (3.16) (3.28) into (3.27), from (3.25) we have

$$
\begin{equation*}
e^{-m_{s} r_{t} \cos \theta_{t}} \nu\left(r_{t}\right) \leq M_{3} r_{t}^{d} e^{-\left(m_{s}-1\right) r_{t} \cos \theta_{t}}(1+o(1)) \tag{3.29}
\end{equation*}
$$

If $\alpha>0$, from (3.17) we have

$$
\begin{equation*}
\exp \left\{r_{t}^{\alpha-\varepsilon_{3}}\right\} e^{-m_{s} r_{t} \cos \theta_{t}} \leq M_{3} r_{t}^{d} e^{-\left(m_{s}-1\right) r_{t} \cos \theta_{t}}(1+o(1)) \tag{3.30}
\end{equation*}
$$

Since $\cos \theta_{t}<0$ and $\alpha<1$, we see (3.30) is a contradiction.
If $\alpha=0$, from (3.18) we have

$$
\begin{equation*}
r_{t}^{M} e^{-m_{s} r_{t} \cos \theta_{t}} \leq M_{3} r_{t}^{d} e^{-\left(m_{s}-1\right) r_{t} \cos \theta_{t}}(1+o(1)) \tag{3.31}
\end{equation*}
$$

Since $\cos \theta_{t}<0$, we see (3.31) is also a contradiction.
Case 3. Suppose that $\theta_{0}=\frac{\pi}{2}$ or $\theta_{0}=-\frac{\pi}{2}$. Since the proof for $\theta_{0}=-\frac{\pi}{2}$ is the same as the proof for $\theta_{0}=\frac{\pi}{2}$, we only prove the case that $\theta_{0}=\frac{\pi}{2}$. Since $\theta_{t} \rightarrow \theta_{0}$, for any given $\varepsilon_{4}\left(0<\varepsilon_{4}<\frac{1}{10}\right)$, we see that there is an integer $K(>0)$, as $t>K, \theta_{t} \in\left[\frac{\pi}{2}-\varepsilon_{4}, \frac{\pi}{2}+\varepsilon_{4}\right]$, and

$$
\begin{equation*}
z_{t}=r_{t} e^{i \theta_{t}} \in \bar{\Omega}=\left\{z: \frac{\pi}{2}-\varepsilon_{4} \leq \arg \leq \frac{\pi}{2}+\varepsilon_{4}\right\} . \tag{3.32}
\end{equation*}
$$

By Lemma 9, we see that there exist a subset $E_{3} \subset(1, \infty)$ having logarithmic measure $\operatorname{lm} E_{3}<\infty$, and a constant $B>0$ such that for EJQTDE, 2013 No. 19, p. 12
all $z$ satisfying $|z|=r \notin[0,1] \cup E_{3}$, we have

$$
\begin{equation*}
\left|\frac{f_{0}^{(i)}(z)}{f_{0}^{(s)}(z)}\right| \leq B\left[T\left(2 r, f_{0}^{(s)}\right)\right]^{k-s+1} \quad(i=s+1, \ldots, k) \tag{3.33}
\end{equation*}
$$

Now we consider the property of $f_{0}\left(r e^{i \theta}\right)$ on a ray $\arg z=\theta \in \bar{\Omega} \backslash\left\{\frac{\pi}{2}\right\}$. If $\theta \in\left[\frac{\pi}{2}-\varepsilon_{3}, \frac{\pi}{2}\right)$, then $\cos \theta>0$.
Since $\sigma_{2}\left(f_{0}\right)<1$, we get that $f_{0}$ satisfy (3.14). From $T\left(r, f_{0}^{(s)}\right) \leq$ $(s+1) T\left(r, f_{0}\right)$, we get that $f_{0}^{(s)}$ also satisfies (3.14). So for any given $\varepsilon_{5}\left(0<\varepsilon_{5}<\frac{1}{4(k-s+1)} \cos \theta\right)$, we have

$$
\begin{equation*}
\left[T\left(2 r, f_{0}^{(s)}\right)\right]^{k-s+1} \leq e^{\varepsilon_{5}(k-s+1) 2 r} \leq e^{\frac{1}{2} r \cos \theta} . \tag{3.34}
\end{equation*}
$$

We assert that $\left|f_{0}^{(s)}\left(r e^{i \theta}\right)\right|$ is bounded on the ray $\arg z=\theta \in\left[\frac{\pi}{2}-\varepsilon_{3}, \frac{\pi}{2}\right)$. If $\left|f_{0}^{(s)}\left(r e^{i \theta}\right)\right|$ is unbounded on the ray $\arg z=\theta$, then by Lemma 3, there exists a sequence $\left\{y_{j}=R_{j} e^{i \theta}\right\}$ such that as $R_{j} \rightarrow \infty, f_{0}^{(s)}\left(y_{j}\right) \rightarrow \infty$ and

$$
\begin{equation*}
\left|\frac{f_{0}^{(i)}\left(y_{j}\right)}{f_{0}^{(s)}\left(y_{j}\right)}\right| \leq R_{j}^{s-i}(1+o(1)) \quad i=0, \ldots, s-1 \tag{3.35}
\end{equation*}
$$

By Remark 2 and $f_{0}^{(s)}\left(y_{j}\right) \rightarrow \infty$, we know that $\left|y_{j}\right|=R_{j} \notin E_{3}$. By (3.33) and (3.34), we have for sufficiently large $j$,

$$
\begin{equation*}
\left|\frac{f_{0}^{(j)}\left(y_{j}\right)}{f_{0}^{(s)}\left(y_{j}\right)}\right| \leq\left[T\left(2 R_{j}, f_{0}^{(s)}\right)\right]^{k-s+1} \leq B e^{\frac{1}{2} R_{j} \cos \theta} \quad j=s+1, \ldots, k \tag{3.36}
\end{equation*}
$$

Substituting (3.35) and (3.36) into (1.11), we get

$$
\begin{array}{r}
\left|a_{s m_{s} d_{s m_{s}}}\right| R_{j}^{d_{s m s}} e^{m_{s} R_{j} \cos \theta}(1+o(1))=\left|-P_{s}\left(e^{y_{j}}\right)\right| \\
\leq s M_{4} R_{j}^{d_{2}} e^{m R_{j} \cos \theta}(1+o(1)) \\
+(k-s) M_{5} e^{\frac{1}{2} R_{j} \cos \theta} R_{j}^{d_{1}} e^{m R_{j} \cos \theta}(1+o(1)) . \tag{3.37}
\end{array}
$$

Since $m_{s}>m+\frac{1}{2}$ and $\cos \theta>0$, we get (3.37) is a contradiction.
Hence $\left|f_{0}^{(s)}\left(r e^{i \theta}\right)\right|$ is bounded on the ray $\arg z=\theta \in\left[\frac{\pi}{2}-\varepsilon_{4}, \frac{\pi}{2}\right)$. Set $\left|f_{0}^{(s)}\left(r e^{i \theta}\right)\right| \leq M_{6}$, then on the ray $\arg z=\theta \in\left[\frac{\pi}{2}-\varepsilon_{4}, \frac{\pi}{2}\right)$,

$$
\begin{equation*}
\left|f_{0}\left(r e^{i \theta}\right)\right| \leq M_{7} r^{S} . \tag{3.38}
\end{equation*}
$$

On the other hand, since $r_{t} \notin[0,1] \cup E_{1} \cup E_{2} \cup E_{3}$, by Lemma 10, and (3.17) or (3.18), we see that for sufficiently large $r$

$$
\log M\left(r_{t}, f_{0}\right) \geq\left(\nu\left(r_{t}\right)\right)^{\frac{1}{2}} \geq r_{t}^{\frac{M}{2}},
$$

where $M(>1)$ is some constant. Since $\left\{z_{t}\right\}$ satisfies $\left|f_{0}\left(z_{t}\right)\right|=M\left(r_{t}, f_{0}\right)$,

$$
\left|f_{0}\left(z_{t}\right)\right| \geq \exp \left\{\begin{array}{r}
r_{t}^{\frac{M}{2}}  \tag{3.39}\\
\text { E.J }
\end{array}\right\}
$$
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By (3.38) and (3.39), we see that for sufficiently large $t, \theta_{t} \notin\left[\frac{\pi}{2}-\varepsilon_{3}, \frac{\pi}{2}\right)$, i.e.,

$$
\begin{equation*}
\theta_{t} \in\left[\frac{\pi}{2}, \frac{\pi}{2}+\varepsilon_{3}\right] . \tag{3.40}
\end{equation*}
$$

Thus there are two subcases: Subcase (i) there are infinitely many $\theta_{t}$ in $\left(\frac{\pi}{2}, \frac{\pi}{2}+\varepsilon_{3}\right]$; Subcase (ii) there are only finitely many $\theta_{t}$ in $\left(\frac{\pi}{2}, \frac{\pi}{2}+\varepsilon_{3}\right]$. Now consider Subcase (i), all $\theta_{t} \in\left(\frac{\pi}{2}, \frac{\pi}{2}+\varepsilon_{3}\right]$ form a subsequence $\theta_{t_{j}}$ of $\theta_{t}$ and a corresponding subsequence $z_{t_{j}}=r_{t_{j}} e^{i \theta_{t_{j}}}$ of $z_{t}$. For a subsequence $\left\{z_{t_{j}}\right\} \subset\left\{z: \frac{\pi}{2}<\arg z=\theta \leq \frac{\pi}{2}+\varepsilon_{3}\right\}$, using a similar method to that in the proof of Case 2, we can get a contradiction.
Consider Subcase (ii), we see that for sufficiently large $t$,

$$
\theta_{t}=\frac{\pi}{2}
$$

Thus, for sufficiently large $t, \cos \theta_{t}=0$ and

$$
\begin{align*}
\left|P_{j}\left(e^{z_{t}}\right)\right| & =\left|a_{j m_{j}}\left(z_{t}\right) e^{m_{j} z_{t}}+\cdots+a_{j 1}\left(z_{t}\right) e^{z_{t}}\right| \\
& \leq\left|a_{j m_{j}}\left(z_{t}\right)\right|+\cdots+\left|a_{j 1}\left(z_{t}\right)\right| \leq M_{8} r^{d} \tag{3.41}
\end{align*}
$$

where $j=0, \ldots, k-1$ and $M_{8}$ is a constant.
By (1.11) (3.16) (3.17) (or (3.18)) and (3.41), we get that

$$
\left|-\left(\frac{\nu\left(r_{t}\right)}{z_{t}}\right)^{k}(1+o(1))\right|=\left|-\frac{f_{0}^{(k)}\left(z_{t}\right)}{f_{0}\left(z_{t}\right)}\right| \leq k M_{9} r_{t}^{d_{3}}\left(\frac{\nu\left(r_{t}\right)}{r_{t}}\right)^{k-1}(1+o(1))
$$

i.e.,

$$
\nu\left(r_{t}\right)(1+o(1)) \leq k M_{9} r_{t}^{d_{3}+1}(1+o(1)) .
$$

By (3.17) (or (3.18) ), this is also a contradiction.
So we have $\sigma_{2}(f)=\alpha=1$.

## 4. Proof of Theorem 2

From Theorem 1, we get $\sigma_{2}(f)=1$.
Let $g=f-z$, then $f=g+z$. Substituting it into (1.11), we have

$$
\begin{equation*}
g^{(k)}+P_{k-1}\left(e^{z}\right) g^{(k-1)}+\cdots+P_{0}\left(e^{z}\right) g=-z P_{0}\left(e^{z}\right)-P_{1}\left(e^{z}\right) . \tag{4.1}
\end{equation*}
$$

Since $z P_{0}\left(e^{z}\right)-P_{1}\left(e^{z}\right) \not \equiv 0$, from Lemma 11 and $\sigma_{2}(g)=1$ we conclude $\bar{\lambda}_{2}(g)=\lambda_{2}(g)=\sigma_{2}(g)=1$. So we have $\bar{\tau}_{2}(f)=\tau_{2}(f)=\sigma_{2}(f)=1$.

## 5. Proof of Theorem 3

From Theorem 1, we get $\sigma(f)=\infty$.
(i)Let $g=f-z$, then $f=g+z$. Substituting it into (1.6), we have

$$
\begin{equation*}
g^{\prime \prime}+P\left(e^{z}\right) g^{\prime}+Q\left(e^{z}\right) g=-P\left(e^{z}\right)-Q\left(e^{z}\right) z . \tag{5.1}
\end{equation*}
$$

Since $n \neq s$, we get that $-P\left(e^{z}\right)-Q\left(e^{z}\right) z \not \equiv 0$. From Lemma 11, we get $\lambda(g)=\sigma(g)=\sigma(f)=\infty$ and $\lambda_{2}(g)=\sigma_{2}(g)=\sigma_{2}(f)=\sigma$. i.e., EJQTDE, 2013 No. 19, p. 14
$\lambda(f-z)=\infty$ and $\lambda_{2}(f-z)=\sigma$.
(ii) Differentiating both sides of (1.6), we get that

$$
\begin{equation*}
f^{\prime \prime \prime}+P\left(e^{z}\right) f^{\prime \prime}+\left(P^{\prime}\left(e^{z}\right)+Q\left(e^{z}\right)\right) f^{\prime}+Q^{\prime}\left(e^{z}\right) f=0 \tag{5.2}
\end{equation*}
$$

By (1.6), we get that

$$
\begin{equation*}
f=-\frac{f^{\prime \prime}+P\left(e^{z}\right) f^{\prime}}{Q\left(e^{z}\right)} \tag{5.3}
\end{equation*}
$$

Substituting (5.3) into (5.2), we get

$$
\begin{equation*}
f^{\prime \prime \prime}+\left[P\left(e^{z}\right)-\frac{Q^{\prime}\left(e^{z}\right)}{Q\left(e^{z}\right)}\right] f^{\prime \prime}+\left[P^{\prime}\left(e^{z}\right)+Q\left(e^{z}\right)-\frac{Q^{\prime}\left(e^{z}\right)}{Q\left(e^{z}\right)} P\left(e^{z}\right)\right] f^{\prime}=0 . \tag{5.4}
\end{equation*}
$$

Let $g=f^{\prime}-z$, then $f^{\prime}=g+z, f^{\prime \prime}=g^{\prime}+1, f^{\prime \prime \prime}=g^{\prime \prime}$. Substituting these into (5.4), we get that

$$
\begin{align*}
g^{\prime \prime} & +\left[P\left(e^{z}\right)-\frac{Q^{\prime}\left(e^{z}\right)}{Q\left(e^{z}\right)}\right] g^{\prime}+\left[P^{\prime}\left(e^{z}\right)+Q\left(e^{z}\right)-\frac{Q^{\prime}\left(e^{z}\right)}{Q\left(e^{z}\right)} P\left(e^{z}\right)\right] g \\
& =\frac{Q^{\prime}\left(e^{z}\right)}{Q\left(e^{z}\right)}-P\left(e^{z}\right)-\left[P^{\prime}\left(e^{z}\right)+Q\left(e^{z}\right)-\frac{Q^{\prime}\left(e^{z}\right)}{Q\left(e^{z}\right)} P\left(e^{z}\right)\right] z=h(z)(5 . \tag{5.5}
\end{align*}
$$

Next we prove that $h(z) \not \equiv 0$.
If $h(z) \equiv 0$, then $\frac{Q^{\prime}\left(e^{z}\right)}{Q\left(e^{z}\right)}-P\left(e^{z}\right) \equiv\left[P^{\prime}\left(e^{z}\right)+Q\left(e^{z}\right)-\frac{Q^{\prime}\left(e^{z}\right)}{Q\left(e^{z}\right)} P\left(e^{z}\right)\right] z$.
Since $Q(z) \not \equiv 0$, we have

$$
\begin{equation*}
Q^{\prime}\left(e^{z}\right)-P\left(e^{z}\right) Q\left(e^{z}\right) \equiv\left[P^{\prime}\left(e^{z}\right) Q\left(e^{z}\right)+Q^{2}\left(e^{z}\right)-Q^{\prime}\left(e^{z}\right) P\left(e^{z}\right)\right] z \tag{5.6}
\end{equation*}
$$

If $n<s$, taking $z=r$, we have

$$
e^{2 s r}(1+o(1)) \leq e^{(n+s) r}(1+o(1)) .
$$

This is a contradiction.
So we have $h(z) \not \equiv 0$.
From Lemma 11, we get $\lambda(g)=\sigma(g)=\sigma\left(f^{\prime}-z\right)=\sigma(f)=\infty$ and $\lambda_{2}(g)=\sigma_{2}(g)=\sigma_{2}\left(f^{\prime}-z\right)=\sigma_{2}(f)=\sigma$. i.e., $\lambda\left(f^{\prime}-z\right)=\infty$ and $\lambda_{2}\left(f^{\prime}-z\right)=\sigma$.

If $n>s$, taking $z=r$, we have

$$
P\left(e^{r}\right)=a_{n}(r) e^{n r}+\cdots+a_{1}(r) e^{r}, \quad Q\left(e^{r}\right)=b_{s}(r) e^{s r}+\cdots+b_{1}(r) e^{r}
$$

We get

$$
P^{\prime}\left(e^{r}\right)=\left(a_{n}^{\prime}(r)+n a_{n}(r)\right) e^{n r}+\left(a_{n-1}^{\prime}(r)+(n-1) a_{n-1}(r)\right) e^{(n-1) r}+\cdots
$$

and

$$
\begin{array}{r}
Q^{\prime}\left(e^{r}\right)=\left(b_{s}^{\prime}(r)+s b_{s}(r)\right) e^{s r}+\left(b_{s-1}^{\prime}(r)+(s-1) b_{s-1}(r)\right) e^{(s-1) r}+\cdots \\
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\end{array}
$$

So we have

$$
\begin{aligned}
& \left|P\left(e^{r}\right) Q\left(e^{r}\right)+P^{\prime}\left(e^{r}\right) Q\left(e^{r}\right) r-P\left(e^{r}\right) Q^{\prime}\left(e^{r}\right) r\right|=\mid(n-s) r a_{n}(r) b_{s}(r) \\
& \quad+\left[a_{n}(r) b_{s}(r)+\left(a_{n}^{\prime}(r) b_{s}(r)-b_{s}^{\prime}(r) a_{n}(r)\right) r\right] \mid e^{(n+s) r}(1+o(1) \nmid 5.7)
\end{aligned}
$$

Since $a_{n}(r), b_{s}(r)$ are polynomials and $n>s$, we get

$$
\operatorname{deg}\left((n-s) r a_{n}(r) b_{s}(r)\right)>\operatorname{deg}\left[a_{n}(r) b_{s}(r)+\left(a_{n}^{\prime}(r) b_{s}(r)-b_{s}^{\prime}(r) a_{n}(r)\right) r\right] .
$$

So we have

$$
\begin{aligned}
\mid(n-s) r a_{n}(r) b_{s}(r) & +\left[a_{n}(r) b_{s}(r)+\left(a_{n}^{\prime}(r) b_{s}(r)-b_{s}^{\prime}(r) a_{n}(r)\right) r\right] \mid \\
& =M r^{d_{1}}(1+o(1)) \not \equiv 0 .
\end{aligned}
$$

From (5.6), we have

$$
\begin{aligned}
M r^{d_{1}} e^{(n+s) r}(1+o(1)) & =\left|P\left(e^{r}\right) Q\left(e^{r}\right)+P^{\prime}\left(e^{r}\right) Q\left(e^{r}\right) r-P\left(e^{r}\right) Q^{\prime}\left(e^{r}\right) r\right| \\
& =\left|Q^{\prime}\left(e^{r}\right)-Q^{2}\left(e^{r}\right) r\right| \leq B r^{d_{2}} e^{2 s r}(1+o(1)) .(5.8)
\end{aligned}
$$

Since $n>s$, we get a contradiction.
So we also have $h(z) \not \equiv 0$.
From Lemma 11, we get $\lambda(g)=\sigma(g)=\sigma\left(f^{\prime}-z\right)=\sigma(f)=\infty$ and $\lambda_{2}(g)=\sigma_{2}(g)=\sigma_{2}\left(f^{\prime}-z\right)=\sigma_{2}(f)=\sigma$. i.e., $\lambda\left(f^{\prime}-z\right)=\infty$ and $\lambda_{2}\left(f^{\prime}-z\right)=\sigma$.
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