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Department of Mathematical Analysis and Numerical Mathematics,
Faculty of Mathematics, Physics and Informatics,
Comenius University, 842 48 Bratislava, Slovakia

jaros@fmph.uniba.sk

Abstract. Comparison theorem of the Hartman type for a continuous family of non-
linear differential equations of the form

(

p(t, λ)ϕ(u′)
)

′

+ q(t, λ)ϕ(u) = 0, λ ≥ 0, (Eλ)

where p ∈ C([a, b]× [0,∞), (0,∞)), q ∈ C([a, b]× [0,∞), R), i = 1, ..., n, and ϕ(s) := |s|α−1s
for s 6= 0 and ϕ(0) = 0, is proved with the help of the generalized Mingarelli’s identity.
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1 Introduction

Suppose that p(t, λ) and q(t, λ) are continuous real-valued functions with p(t, λ) > 0 on
[a, b] × [0,∞) and consider a continuous family of nonlinear differential equations of the
Sturm-Liouville type

(

p(t, λ)ϕ(u′)
)

′

+ q(t, λ)ϕ(u) = 0, a ≤ t ≤ b, λ ≥ 0, (Eλ)

where ϕ(s) := |s|α−1s for s 6= 0 and ϕ(0) = 0. Let u = u(t, λ) be the solution of (Eλ)
satisfying the initial conditions

u(a, λ) = 1, v(a, λ) = c(λ), λ ≥ 0, (Aλ)

where v(t, λ) denotes the function p(t, λ)ϕ
(

u′(t, λ)
)

and c(λ) is given continuous function
on [0,∞).
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In the theory of half-linear differential equations the Sturm comparison theorems are
usually formulated in terms of two differential equations

(

p0(t)ϕ(u′

0)
)

′

+ q0(t)ϕ(u) = 0, a ≤ t ≤ b, (E0)

u0(a) = 1, p0(a)ϕ(u′

0)(a) = c0,

and
(

p1(t)ϕ(u′

1)
)

′

+ q1(t)ϕ(u) = 0, a ≤ t ≤ b, (E1)

u1(a) = 1, p1(a)ϕ(u′

1)(a) = c1,

where it is assumed that

p0(t) ≥ p1(t), q0(t) < q1(t) on a ≤ t ≤ b, (1.1)

and
c1 ≤ c0. (1.2)

Comparison theorems for pairs of differential equations (E0) and (E1) were obtained by
several authors including Elbert [2], Mirzov [9], Li and Yeh [7] and the present author et al.
[4-5]. For other references and various qualitative aspects concerning differential equations
of the above form see the monograph [1].

It is easy to see that (E0) and (E1) can be embedded in a continuous family of equations
(Eλ), λ ≥ 0, if we put

p(t, λ) = (1 − λ)p0(t) + λp1(t), q(t, λ) = (1 − λ)q0(t) + λq1(t),

and
c(0) = c0, c(1) = c1.

The basic Sturm’s comparison results when re-formulated for a family of nonlinear
equations (Eλ) read as follows.

Theorem A. (FUNDAMENTAL COMPARISON THEOREM OF STURM) Suppose

that for any fixed t ∈ [a, b] the function p(t, λ) is non-increasing and q(t, λ) is strictly

increasing in λ on [0,∞). If, for some 0 ≤ λ1 < λ2, u1 = u(t, λ1) is the solution of (Eλ1
)

with consecutive zeros at t = c and t = d, then for any λ2 > λ1, the solution u2 = u(t, λ2)
has a zero in (c, d).

Theorem B. (FIRST COMPARISON THEOREM OF STURM) Let, for any fixed

t ∈ [a, b], p(t, λ) and q(t, λ) as functions of λ be non-increasing and strictly increasing on

[0,∞), respectively. Let c(λ) be a non-increasing function on [0,∞). If, for some λ1 ≥ 0, the

solution of the initial value problem (Eλ)-(Aλ) has exactly m ≥ 1 zeros tj(λ1), j = 1, ..., m,
with

a < t1(λ1) < ... < tm(λ1) ≤ b, (1.3)

then, for any λ2 > λ1, the solution u(t, λ2) of (Eλ)-(Aλ) has r ≥ m zeros tk(λ2), k = 1, ..., r,
with

a < t1(λ2) < ... < tr(λ2) ≤ b, (1.4)
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and tj(λ2) < tj(λ1) for j = 1, ..., m.

Theorem C. (SECOND COMPARISON THEOREM OF STURM) Let the assump-

tions of Theorem B be satisfied. Suppose that there exists a value t0 ∈ (a, b] such that

u(t0, λ) 6= 0 for 0 ≤ λ1 < λ < λ2 and all u(t, λ), λ ∈ (λ1, λ2), have the same number of

zeros in (a, t0). Then the function

p(t0, λ)ϕ(u′(t0, λ)/u(t0, λ))

is a strictly decreasing function of λ on (λ1, λ2).

Proofs of the above theorems can be done easily with the help of the generalized Picone’s
identity which states that if, for some values of parameter λ1 < λ2, ui = u(t, λi), i = 1, 2,
are respective solutions of (Eλi

) in an interval I and u2(t) 6= 0 in I, then

d

dt

[

u1

ϕ(u2)

[

ϕ(u1)p2ϕ(u′

2) − ϕ(u2)p1ϕ(u′

1)
]

]

= (p2 − p1)|u
′

1|
α+1 − (q2 − q1)|u1|

α+1

−p2

[

|u′

1|
α+1 + α|u1u

′

2/u2|
α+1 − (α + 1)u′

1ϕ(u1u
′

2/u2)
]

. (1.5)

where pi = p(t, λi) and qi = q(t, λi) for i = 1, 2 (see [4-5]).

The purpose of this article is to prove analogues of the Sturm’s comparison theorems
for a family of half-linear differential equations with a parameter λ by comparing three
underlying equations (instead of two), and replacing the assumption of monotonicity (in λ)
of the coefficient functions p(t, λ) and q(t, λ), and the initial function c(λ) by the assumption
that for any fixed t the function p(t, λ) is concave, q(t, λ) is strictly convex in λ and c(λ) is
convex on [0,∞).

The main tool utilized in this work is a “half-linear” generalization of the identity
obtained by A. Mingarelli [8] (see also Kuks [6]) in his extension of multiple comparison
principle of the Sturm type developed by P. Hartman [3].

2 Generalized Mingarelli’s identity

Let p(t, λ) and q(t, λ) be continuous functions on [a, b]× [0,∞) with p(t, λ) > 0 and ϕ(s) :=
|s|α−1s for s 6= 0 and ϕ(0) = 0, and consider nonlinear ordinary differential operators of the
form

Lλ[x] = (p(t, λ)ϕ(x′))′ + q(t, λ)ϕ(x), λ ≥ 0,

with domains DLλ
defined to be the sets of all functions x(t, λ) which are continuous

on [a, b] × [0,∞) and continuously differentiable with respect to t on (a, b) together with
p(t, λ)ϕ(x′) for every fixed λ ≥ 0.

Also, denote by Φα the form defined for X, Y ∈ R and α > 0 by

Φα(X, Y ) := |X|α+1 + α|Y |α+1 − (α + 1)Xϕ(Y ).
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From the Young inequality it follows that Φα(X, Y ) ≥ 0 for all X, Y ∈ R and the equality
holds if and only if X = Y .

For a function f(t, λ) defined on [a, b] × [0,∞) and λ-values 0 ≤ h1 < h2 < ... define

∆0

i f = f(t, hi), ∆1

i f = f(t, hi+1) − f(t, hi)

and

∆m
i f =

m
∑

j=0

(

m

j

)

(−1)m−jf(t, hi+j).

Also, for given 0 ≤ h1 < h2 < ... < hn and t ∈ [a, b], put

pi = p(t, hi), qi = q(t, hi), xi = x(t, hi) and x′

i =
∂

∂t
x(t, hi)

The following lemma which is the main tool in this paper can be verified easily by a
direct computation.

Lemma 2.1 Let xi and piϕ(xi), i = 1, , , , n, be continuously differentiable functions on

an interval I. Then, for 1 ≤ m < n and 1 ≤ i ≤ n − m,

d

dt

[

|xm+i−1|
α+1∆m

i

(

pϕ(x′/x)
)]

= |xm+i−1|
α+1∆m

i

[

(pϕ(x′))′

ϕ(x)

]

(2.1)

+|x′

m+i−1|
α+1∆m

i p −

m
∑

j=0

(

m

j

)

(−1)m−jpi+jΦα

(

x′

m+i−1,
xm+i−1

xi+j

x′

i+j

)

,

provided that xi+j(t) with j 6= m − 1 do not vanish in I.

If, for fixed values 0 ≤ h1 < h2... < hn, xi = ui = u(t, hi), i = 1, ..., n, are respective
solutions of half-linear differential equations (Ehi

), then (2.1) reduces to

d

dt

[

|um+i−1|
α+1∆m

i

(

pϕ(u′/u)
)]

= |u′

m+i−1|
α+1∆m

i p − |um+i−1|
α+1∆m

i q

−

m
∑

j=0

(

m

j

)

(−1)m−jpi+jΦα

(

u′

m+i−1,
um+i−1

ui+j

u′

i+j

)

. (2.2)

If α = 1, m = n − 1 and i = 1, then from (2.2) we obtain Mingarelli’s identity

d

dt

[

u2

n−1∆
n−1

1 (pu′/u)
]

= (u′

n−1)
2∆n−1

1 p − u2

n−1∆
n−1

1 q (2.3)

−

n−1
∑

i=0

(

n − 1

i

)

(−1)n−i−1pi+1

(

u′

n−1 −
un−1

ui+1

u′

i+1

)2
.

If m = 1, then for i = 1, ..., n − 1 we get the (n − 1)-tuple of generalized Picone’s
identities
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d

dt

[

|ui|
α+1∆1

i

(

pϕ(u′/u)
)]

(2.4)

= |u′

i|
α+1∆1

i p − |ui|
α+1∆1

i q − pi+1Φα

(

u′

i,
ui

ui+1

u′

i+1

)

,

derived by the present author et al. in [4-5] and, finally, if α = 1, m = 1 and i = 1, then
(2.4) reduces to the classical Picone’s formula

d

dt

[

u1

u2

(u1p2u
′

2 − u2p1u
′

1)

]

= (p2 − p1)(u
′

1)
2 − (q2 − q1)u

2

1 − p2

(

u′

1 −
u1

u2

u′

2

)2
(2.5)

(see [10]). Development of the qualitative theory of linear and half-linear differential equa-
tions in the last decades has proven that the identities (2.4) and (2.5) are very useful tools
in obtaining comparison theorem, uniqueness, factorization of operators and bounds for
eigenvalues for equations under study, and they have been generalized and extended to
various classes of ordinary and partial differential equations of the second and the higher
(even) orders (see [1]).

3 Comparison theorems

An analogue of the Sturm’s fundamental comparison theorem is the following result.

THEOREM 3.1. (FUNDAMENTAL COMPARISON THEOREM) Suppose that for any

fixed t the function p(t, λ) is concave and q(t, λ) is strictly convex in λ on [0,∞). If, for

some λ2 > 0, u2 = u(t, λ2) is the solution of (Eλ2
) with consecutive zeros at t = c and

t = d, then for any ε > 0 with λ2 − ε > 0, at least one of the solutions u1 = u(t, λ2 − ε)
and u3 = u(t, λ2 + ε) has a zero in (c, d).

Remark 3.1. If the function p(t, λ) is concave in λ for a fixed t ∈ [a, b] and hi =
h1 + (i − 1)δ ≥ 0 for i = 1, 2, 3 and δ > 0, then

∆2

1p ≡ p(t, h3) − 2p(t, h2) + p(t, h1) ≤ 0. (3.1)

(the so-called midpoint concavity property).

Similarly, if q(t, λ) is strictly convex in λ on [0,∞) for a fixed t ∈ [a, b] and hi =
h1 + (i − 1)δ ≥ 0, i = 1, 2, 3, δ > 0, then

∆2

1q ≡ q(t, h3) − 2q(t, h2) + q(t, h1) > 0. (3.2)

Proof of Theorem 3.1. Suppose that for some value of parameter λ2 > 0 the solution
u2 = u(t, λ2) has consecutive zeros at t = c and t = d, but there is an ε0 > 0 with
λ2 − ε0 > 0, such that none of u1 = u(t, λ2 − ε0) and u3 = u(t, λ2 + ε0) vanish in [c, d].
Then, integrating the identity (2.2) with n = 3, m = 2, i = 1, h1 = λ2 − ε0, h2 = λ2 and
h3 = λ2 + ε0 over [c, d], we obtain
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[

|u2|
α+1∆2

1

(

pϕ(u′/u)
)]d

c
(3.3)

=

∫ d

c

[

|u′

2|
α+1∆2

1p − |u2|
α+1∆2

1q − p1Φα

(

u′

2,
u2

u1

u′

1

)

− p3Φα

(

u′

2,
u2

u3

u′

3

)]

dt.

The left-hand side of (3.3) is zero, while the integral on the right-hand side is positive. This
contradiction proves that at least one of u1 = u(t, λ2 − ε0) and u3 = u(t, λ2 + ε0) must have
a zero in (c, d).

Remark 3.2. The theorem remains true if u1 and/or u3 are zero at one or both of the
end-points of the interval [c, d]. Let, for example, u1(c) = u3(c) = 0. Then, due to the fact
that zeros of nontrivial solutions of half-linear differential equations of the second order are
simple (see [7, Lemma 2.3]), u′

1(c) and u′

3(c) must be nonzero finite values. Then the func-
tions ϕ(ui/u2), i = 1, 3, have at t = c the nonzero finite limits equal to ϕ

(

limt→c+(u′

i/u
′

2)
)

by l’Hospital rule and since, obviously, limt→c+ pi(t)u2(t)ϕ
(

u′

i(t)
)

= 0, i = 1, 3, it follows
that

lim
t→c+

|u2(t)|
α+1∆2

1

(

pϕ(u′/u)
)

(t) = 0.

THEOREM 3.2. (FIRST COMPARISON THEOREM) Let, for any fixed t ∈ [a, b],
p(t, λ) and q(t, λ) as functions of λ be concave and strictly convex on [0,∞), respectively.

Let c(λ) be convex on [0,∞). If, for some λ0 ≥ 0 and ε > 0, the initial value problem

(Eλ)-(Aλ) has the solutions u0 = u(t, λ0) and u1 = u(t, λ1), λ1 = λ0 + ε, such that

u(t, λ0) > 0 on a ≤ t ≤ b, (3.4)

and u(t, λ1) has exactly m ≥ 1 zeros tj(λ1), j = 1, ..., m, with

a < t1(λ1) < ... < tm(λ1) ≤ b, (3.5)

then, for λ2 = λ0+2ε, the solution u(t, λ2) of (Eλ)-(Aλ) has r ≥ m zeros tk(λ2), k = 1, ..., r,
with

a < t1(λ2) < ... < tr(λ2) ≤ b, (3.6)

and tj(λ2) < tj(λ1) for j = 1, ..., m.

Proof. Let tj(λ1), j = 1, ..., m, be the zeros of u(t, λ1) satisfying (3.5). By Theorem 3.1
and the assumption (3.4), between each pair of consecutive zeros tj(λ1) and tj+1(λ1) there
is at least one zero of u(t, λ2). It remains to prove that at least one zero of u(t, λ2) lies also
between a and t1(λ1).

Suppose this is not true. Then, integrating the identity (2.2) (with n = 3, m = 2, i =
1, hj = λ0 + (j − 1)ε, j = 1, 2, 3, and uj replaced by uj−1) over [a, t1(λ1)], we get

[

|u1|
α+1∆2

1

(

pϕ(u′/u)
)]t1

a
(3.7)

=

∫ t1

a

[

|u′

1|
α+1∆2

1p − |u1|
α+1∆2

1q − p0Φα

(

u′

1,
u1

u0

u′

0

)

− p2Φα

(

u′

1,
u1

u2

u′

2

)]

dt.

Since the assumption of convexity of c(λ) implies

∆2

1c ≡ c(h3) − 2c(h2) + c(h1) ≥ 0 (3.8)
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for hj = λ0 + (j − 1)ε, j = 1, 2, 3, the left-hand side of (3.7) is non-positive, while the
right-hand side is positive. This is a contradiction, and so u(t, λ2) must have at least one
zero between a and t1(λ1).

Theorem 3.3. (SECOND COMPARISON THEOREM) Let the assumptions of The-

orem 3.2 be satisfied. Suppose that there exists a value t0 ∈ (a, b] such that u(t0, λ) 6= 0 for

0 ≤ λ1 < λ < λ2 and u(t, λ), λ ∈ (λ1, λ2), have the same number m ≥ 1 of zeros in (a, t0).
Then the function p(t0, λ)ϕ(u′(t0, λ)/u(t0, λ)) is strictly convex on (λ1, λ2) in the sense that

for any hi = h1 + (i − 1)δ ∈ (λ1, λ2), δ > 0, i = 1, 2, 3,

∆2

1(pϕ(u′/u))(t0) ≡
p3(t0)ϕ(u′

3(t0))

ϕ(u3(t0))
− 2

p2(t0)ϕ(u′

2(t0))

ϕ(u2(t0))
+

p1(t0)ϕ(u′

1(t0))

ϕ(u1(t0))
> 0, (3.9)

where, as before, pi(t0) = p(t0, hi) and ui = u(t, hi), i = 1, 2, 3.

Proof. Let hi = h1 +(i−1)δ ∈ (λ1, λ2), i = 1, 2, 3, δ > 0, be fixed and let tm be the zero
next before t0. Then it must be a zero of u2 = u(t, h2) and not of u3 = u(t, h3), because
between a and tm there are not less than m (and by assumption exactly m) zeros of u(t, h3).
The formula (2.2) (with n = 3, m = 1 and i = 1) integrated between tm and t0 shows that

[

|u2|
α+1

(

∆2

1

(

pϕ(u′/u)
)

]t0

tm

> 0, (3.10)

from which the desired inequality readily follows. If u(t, λ), λ1 < λ < λ2, have no zeros in
the interval (a, t0), then the proof of the theorem can be done in a similar way by integrating
the identity (2.2) between a and t0.

Remark 3.3. As in the classical linear Sturmian theory, under some additional condi-
tions, Theorems 3.1-3.3 can be used to prove that the eigenvalue problem consisting of the
differential equation (Eλ) and the two-point boundary conditions

u′(a) − c(λ)u(a) = 0, u′(b) − d(λ)u(b) = 0,

depending on parameter λ, where c(λ) is convex and d(λ) is concave on [0,∞), has an
increasing sequence of eigenvalues 0 < µ1 < λ1 < µ2 < λ2 < ..., and that the k-th
eigenfunction has exactly k zeros in the interval (a, b). The results of this sort will be the
subject of the forthcoming paper.
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