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ON THE NON–EXPONENTIAL DECAY TO

EQUILIBRIUM OF SOLUTIONS OF NONLINEAR

SCALAR VOLTERRA INTEGRO–DIFFERENTIAL

EQUATIONS

JOHN A. D. APPLEBY AND DAVID W. REYNOLDS

Abstract. We study the rate of decay of solutions of the scalar
nonlinear Volterra equation

x′(t) = −f(x(t)) +

∫

t

0

k(t − s)g(x(s)) ds, x(0) = x0

which satisfy x(t) → 0 as t → ∞. We suppose that xg(x) > 0 for all
x 6= 0, and that f and g are continuous, continuously differentiable
in some interval (−δ1, δ1) and f(0) = 0, g(0) = 0. Also, k is a
continuous, positive, and integrable function, which is assumed to
be subexponential in the sense that k(t − s)/k(t) → 1 as t → ∞
uniformly for s in compact intervals. The principal result of the
paper asserts that x(t) cannot converge to 0 as t → ∞ faster than
k(t).

1. Introduction

In this note, we consider the initial-value problem

x′(t) = −f(x(t)) +

∫ t

0

k(t − s)g(x(s)) ds, t > 0,(1)

x(0) = x0.(2)

Here f and g are continuous, f and g are C1 on (−δ1, δ1) for some
δ1 > 0, xg(x) > 0 for all x 6= 0, and f(0) = 0, g(0) = 0. Thus x(t) ≡ 0
is a solution of (1), called the zero solution. If x(t) → 0 as t → ∞, we
investigate here the rate at which this solution decays. We expect to
infer information about the stability properties of the zero solution of
(1) from that of the linear equation

(3) x′(t) = −ax(t) + g′(0)

∫ t

0

k(t − s)x(s) ds, t > 0,
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where a = f ′(0). According to Brauer [4], if the zero solution of (3) is
uniformly asymptotically stable, then so is that of (1).

A number of authors have investigated necessary conditions for the
exponential stability of solutions of (3). Some of these studies have been
motivated by a question of Lakshmikantham and Corduneanu, posed
in [9], which asked: if all solutions of (1) satisfy x(t) → 0 as t → ∞,
must the convergence be exponentially fast. The question was natural
in view of the fact that the asymptotic stability of the zero solution
of equations with bounded delay implies the exponential asymptotic
stability of the zero solution. However Murakami showed in [14] that
exponential asymptotic stability does not follow automatically from
the property of (uniform) asymptotic stability of the zero solution. His
result requires that k ∈ L1(0,∞)∩C[0,∞) and is of one sign, and that
the zero solution of (3) is uniformly asymptotically stable. The result
concludes that the zero solution of (3) is exponentially asymptotically
stable if and only if k is exponentially integrable. We term a function
k ∈ L1(0,∞) exponentially integrable if

(4)

∫ ∞

0

|k(s)|eγs ds < ∞ for some γ > 0.

It is therefore natural to ask at what rate does x(t) → 0 as t → ∞ if k
is not exponentially integrable.

In [1], Appleby and Reynolds obtained a lower bound on the rate of
decay of solutions of (3). Therein, it is assumed that k is a positive, con-
tinuously differentiable and integrable function satisfying k′(t)/k(t) →
0 as t → ∞. This last condition prevents k from being exponentially
integrable. Using elementary analysis, it is shown that if x(t) → 0 as
t → ∞, then there is a positive lower bound for lim inf t→∞ x(t)/k(t).

In this paper, we pose the following question: given that the uni-
form asymptotic stability of solutions of (3) transfers to those of (1)
which start sufficiently close to the zero equilibrium, do the asymptot-
ically stable solutions of the nonlinear equation (1) inherit the non–
exponential decay rate of solutions of the linear equation (3). We ask
this for problems whose kernel contain those studied in [1] as a subclass.
We prove that if x(t) → 0 as t → ∞, then lim inf t→∞ x(t)/k(t) has a
positive lower bound. In the case of a > 0 and g′(0) = 0, one might
expect that asymptotically stable solutions of (1) approach zero expo-
nentially fast, as the linear equation (3) corresponding to (1) is x′(t) =
−ax(t). However, a positive lower bound on lim inf t→∞ x(t)/k(t) is still
obtained.
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2. Technical Discussion and Results

In this paper, we consider the integro–differential equation (1). The
following hypotheses are imposed on the functions f , g and k occurring
in it.

(H1) f : R → R is continuous, and is C1 on an interval (−δ1, δ1)
with δ1 > 0. Also f(0) = 0. We use the notation a = f ′(0).

(H2) g : R → R is a continuous function with g(0) = 0 and
xg(x) > 0 for all x 6= 0. Also g is C1 on (−δ1, δ1), and g′(0) is
either 0 or 1.

(H3) k : [0,∞) → R is a nontrivial, continuous, integrable func-
tion with k(t) ≥ 0 for all t ≥ 0.

Since xg(x) > 0 for x 6= 0, g′(0) ≥ 0. If g′(0) > 0, g and k can be
redefined in such a way as to ensure that g′(0) = 1. There is therefore
no loss of generality in restricting g′(0) to be either 0 or 1.

The paper is concerned with the following question: if a solution of
(1) satisfies x(t) → 0 as t → ∞, what is its rate of decay to zero. In
particular, we are interested in non–exponential rates of decay. By Mu-
rakami’s analysis, the linear equation (3) exhibits such non–exponential
decay if

(5)

∫ ∞

0

k(s)eεs ds = ∞ for all ε > 0.

This constraint is trivially satisfied, for instance, if

(6) lim
t→∞

k(t)eεt = ∞ for all ε > 0.

We state three further hypotheses for k.

(H4) k(t) > 0 for all t ≥ 0, and for all T > 0,

lim
t→∞

sup
0≤s≤T

∣

∣

∣

∣

k(t − s)

k(t)
− 1

∣

∣

∣

∣

= 0.

(H5) k is C1 on (0,∞), k(t) > 0 for all t ≥ 0 and k′(t)/k(t) → 0
as t → ∞.

(H6) k satisfies
∫ ∞

t
k(s) ds > 0 for all sufficiently large t ≥ 0.

We remark that (H4) implies (6) (cf., e.g., Chistyakov [8, Theorem 2] or
[3, Lemma 2.2]), and that (H4) follows from (H5). The non–exponential
convergence of solutions of the linearised equation (3) was investigated
in [1] under the conditions (H3) and (H5) on k, and g′(0) 6= 0. The
present work extends this result to the nonlinear case, under the weaker
hypotheses (H3) and (H4) imposed on k. Indeed, we show that the
results in [1] can be recovered under these hypotheses as a special case.

The main result of the paper, motivated by [1, Theorem 2], is now
stated.
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Theorem 1. Suppose that (H1)-(H3) hold. Let x be a solution of (1)
satisfying

(7) lim
t→∞

x(t) = 0.

Then a ≥ 0. Further if (H4) is true, this solution obeys

(8) lim inf
t→∞

|x(t)|

k(t)
≥

1

a

∫ ∞

0

|g(x(s))| ds > 0,

where the righthand side of (8) is interpreted as ∞ if either g ◦x is not
in L1(R+) or a = 0. Moreover, for each ε > 0

(9) lim
t→∞

|x(t)|eεt = 0.

To prove (9), we observe that it is a direct consequence of (8) and
(6). But, as mentioned above, (6) follows from (H4). We prove (8) in
Section 3.

In the absence of the hypothesis (H4), it is still possible to prove a
result about the decay rate of the solution of (1), by a slight reworking
and extension of a result of Burton [6, Theorem 1.3.7]. His result
pertains to a linear equation of the form (3), under the assumption
that k satisfies (H3) and (H6).

Theorem 2. Suppose that (H1)-(H3) and (H6) hold. Suppose that x is
a solution of (1) and (2) satisfying

(10) lim
t→∞

x(t) = 0, x ∈ L1(0,∞).

Then x obeys

(11) lim inf
t→∞

∫ ∞

t
|x(s)| ds

∫ ∞

t
k(s) ds

≥
1

a

∫ ∞

0

|g(x(s))| ds > 0.

Furthermore if k(t) > 0 for all t sufficiently large, then

(12) lim sup
t→∞

|x(t)|

k(t)
≥

1

a

∫ ∞

0

|g(x(s))| ds > 0.

The proof of Theorem 2 is given in Section 3.
It is interesting to compare the weaker result (12) with (8), which

is proven under an stronger hypothesis (H4). (H4) provides additional
pointwise asymptotic control on k, enabling a stronger asymptotic re-
sult to be obtained on x.

The hypotheses of Theorems 1 and 2 involve not only assumptions
on the data for (1), but also properties of the solution. We establish
in Theorems 3 and 4 some necessary and sufficient conditions, solely
in terms of the data, for (7) and (10) to hold. In Brauer [4] it shown
that uniform asymptotic stability of the zero solution of the linearised
equation implies the uniform asymptotic stability of the zero solution
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of the nonlinear equation (1). However we cannot conclude from this
that solutions of (1) with initial values near 0 are integrable, though
the equivalence of uniform asymptotic stability and integrability of
such solutions has been shown for a class of linear Volterra equations
by Miller [13] and Grossman and Miller [11]. Thus we use a separate
argument using Lyapunov functions to demonstrate that solutions are
integrable.

We make a further hypothesis on the existence, uniqueness and con-
tinuation of solutions of the initial-value problem consisting of (1) and
(2). For existence, uniqueness and continuation results for nonlinear
Volterra equations we refer to standard texts such as Burton [5], Bur-
ton [6] and Gripenberg, Londen and Staffans [10].

(H7) There is 0 < δ2 ≤ δ1 such that (1) has a solution in
C[0,∞) ∩ C1(0,∞) satisfying (2) for each |x0| < δ2; moreover
this solution is unique.

Theorem 3. Suppose that (H1)-(H3) and (H7) hold with g′(0) = 0.
Then a > 0 implies that there is a 0 < δ3 ≤ δ2 such (10) holds for
every solution of (1) and (2) with |x0| < δ3. Conversely, if there is a
solution of (1) and (2) for which (10) holds, then a ≥ 0.

Theorem 4. Suppose that (H1)-(H3) and (H7) hold with g′(0) = 1. If

(13) a >

∫ ∞

0

k(s) ds,

then there is a 0 < δ4 ≤ δ2 such (10) holds for every solution of (1)
and (2) with |x0| < δ4. Conversely if there is a number δ4 > 0 such
that (10) holds for every solution of (1) and (2) with |x0| < δ4, then

(14) a ≥

∫ ∞

0

k(s) ds.

These results are proven in Section 3. The proofs extend the analysis
of Burton and Mahfoud [7, Theorem 1], which is concerned with a linear
equation, to the nonlinear problem (1).

Using Theorems 3 and 4, we immediately have the following corollary
to Theorems 1 and 2.

Corollary 5. Suppose that (H1)-(H3) and (H7) hold. Also suppose
that either g′(0) = 0 and a > 0, or g′(0) = 1 and (13) is true. Then
the solution x of (1) and (2) satisfies (10), and obeys (11) and (12).
Moreover, the quantity on the righthand sides of (11) and (12) is finite.

Suppose in addition that k satisfies (H4). Then the solution of (1)
and (2) obeys (8) and (9), and the quantity on the righthand sides of
(8) and (9) is finite.
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The above results can be applied to the linear Volterra equation

(15) x′(t) = −ax(t) +

∫ t

0

k(t − s)x(s) ds, t > 0,

by choosing f(x) = ax and g(x) = x. If k satisfies (H3) with k(t) > 0
for t ≥ 0, the stability properties of the zero solution of (15) are well
understood. Brauer [4] showed that the zero solution could not be sta-
ble if a <

∫ ∞

0
k(s) ds, thereby precluding its asymptotic stability. A

slight modification to the argument in Kordonis and Philos [12] shows
that the zero solution is stable if a =

∫ ∞

0
k(s) ds. Indeed, some further

analysis reveals that the solution is asymptotically stable in this case
if and only if

∫ ∞

0
sk(s) ds = ∞. These results sharpen those of Bur-

ton [5, Theorem 5.2.3]. In the case a >
∫ ∞

0
k(s) ds, the zero solution is

asymptotically stable; moreover every solution tends to zero. In fact,
the solution is integrable if and only if a >

∫ ∞

0
k(s) ds. The results

for a >
∫ ∞

0
k(s) ds are proved in Burton and Mahfoud [7, Theorem

1]. Consequently, if x(t) → 0 as t → ∞ then a ≥
∫ ∞

0
k(s) ds. If the

solution to (15) is integrable, we must have a >
∫ ∞

0
k(s) ds and

∫ ∞

0

x(s) ds =
x0

a −
∫ ∞

0
k(s) ds

,

and x(t) → 0 as t → ∞. Hence we obtain the following corollary to
Theorem 2.

Corollary 6. Suppose that (H1)-(H3) and (H6) hold. If x is a nontrivial
integrable solution of (15), then

lim inf
t→∞

∫ ∞

t
|x(s)| ds

∫ ∞

t
k(s) ds

≥
|x0|

a(a −
∫ ∞

0
k(s) ds)

,

the expression on the righthand side of this inequality being positive and
finite.

This is Theorem 1 in [1], and can be inferred from Burton [6, Theo-
rem 1.3.7]. We may also obtain a corollary to Theorem 1 for the linear
equation (15).

Corollary 7. Suppose that (H1)-(H4) hold. If the solution of (15) and
(2) satisfies (7), then

(16) lim inf
t→∞

|x(t)|

k(t)
≥

|x0|

a(a −
∫ ∞

0
k(s) ds)

,

where the quantity on the righthand side is strictly positive, and inter-
preted to be ∞ if a =

∫ ∞

0
k(s) ds.
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This furnishes an improvement to [1, Theorem 2], which requires the
stronger hypothesis (H6) in place of (H4).

It is shown in Appleby and Reynolds [2, Theorem 6.2] that the so-
lution of (15) satisfies

(17) lim
t→∞

x(t)

k(t)
=

x(0)
(

a −
∫ ∞

0
k(s) ds

)2 ,

if a >
∫ ∞

0
k(s) ds, and in addition to (H3) and (H4), k satisfies

(18) lim
t→∞

∫ t

0
k(t − s)k(s) ds

k(t)
= 2

∫ ∞

0

k(s) ds.

Thus the exact value of the lefthand side of (16) is known in that case.
We can use Theorem 2 to obtain an elementary proof that the ex-

ponential integrability of k is necessary if there exists a non–trivial
solution of (1) which converges to zero exponentially fast. A version
of this result for linear Volterra integro–differential equations, where
k is of one sign, is proven in [14, Theorem 2] using Laplace transform
techniques.

Before we embark on this proof, we wish to re-examine one of the
hypotheses required of k in Theorem 2. If k is a continuous, non–
negative and integrable function defined on R

+ which is not compactly
supported, then

∫ ∞

t
k(s) ds > 0 for all t sufficiently large, and (H6)

holds. Hence, if (1) is genuinely an equation with unbounded delay,
then (H6) is true.

Corollary 8. Suppose that (H1)-(H3) hold, and that k does not have
compact support. Suppose that there is a non–trivial solution of (1)
satisfing |x(t)| ≤ ce−αt for some c > 0 and α > 0. Then there is
0 < γ < α such that

∫ ∞

0

k(s)eγs ds < ∞.

3. Proofs

As a preliminary step, we first develop a representation for solutions
of (1). Define

(19) f̃(x) =

{

f(x)/x, x 6= 0,

a, x = 0.

Due to (H1), f̃ is continuous, and hence t 7→ f̃(x(t)) is continuous.
Introduce the function

(20) ϕ(t) = exp

(

−

∫ t

0

f̃(x(s)) ds

)

.
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Then ϕ(t) > 0 for all t ≥ 0. It also satisfies ϕ′(t) = −f̃(x(t))ϕ(t).
Defining y(t) = x(t)/ϕ(t), we obtain

y′(t) = ϕ(t)−1

∫ t

0

k(t − s)g(x(s)) ds.

Therefore

(21) x(t) = ϕ(t)x0 + ϕ(t)

∫ t

0

ϕ(s)−1

∫ s

0

k(s − u)g(x(u)) du ds.

Next we observe that solutions cannot change sign.

Lemma 9. Suppose that (H1)-(H3) hold. Let x be the solution of (1)
and (2) with x0 6= 0. Then x(t)/x0 > 0 for all t ≥ 0.

Proof. Suppose that x0 > 0. Let [0, t0) be the maximal interval for
which x(t) > 0 for all 0 ≤ t < t0. Clearly t0 > 0. If t0 is finite, consider

r(t) =

∫ t

0

k(t − s)g(x(s)) ds.

Then r(t) ≥ 0 for all t ∈ [0, t0]. Since ϕ(t) > 0 for all t ≥ 0 and
x(0) > 0, (21) implies that

0 = x(t0) = ϕ(t0)x(0) + ϕ(t0)

∫ t0

0

ϕ(s)−1r(s) ds ≥ ϕ(t0)x(0) > 0,

a contradiction. Hence x(t) > 0 for all t ≥ 0. The proof in the case
x0 < 0 is identical. �

We continue our proof with an asymptotic estimate.

Lemma 10. Let p be in C[0,∞) with p(t) ≥ 0 for all t ≥ 0. If k
satisfies (H3) and (H4), then

lim inf
t→∞

∫ t

0
k(t − s)p(s) ds

k(t)
≥

∫ ∞

0

p(s) ds,

where we interpret the righthand side as ∞ if p /∈ L1(0,∞).

Proof. The proof when p 6∈ L1(0,∞) is similar to that when p ∈
L1(R+), and so the former case is omitted. Choose T > 0 and let
t > T . Then

(22)

∫ t

0
k(t − s)p(s) ds

k(t)
≥

∫ T

0

(

k(t − s)

k(t)
− 1

)

p(s) ds +

∫ T

0

p(s) ds.

However
∣

∣

∣

∣

∫ T

0

(

k(t − s)

k(t)
− 1

)

p(s) ds

∣

∣

∣

∣

≤ sup
0≤s≤T

∣

∣

∣

∣

k(t − s)

k(t)
− 1

∣

∣

∣

∣

∫ T

0

p(s) ds
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has zero limit as t → ∞, due to (H4). By taking the limit inferior as
t → ∞ on both sides of the relation (22), and then the limit as T → ∞,
the result follows. �

Proof of Theorem 1. Hereinafter, it is assumed that x0 > 0; the proof
for x0 < 0 is identical and thus omitted. A consequence of x0 > 0 is
that x(t) > 0 for all t ≥ 0.

We can infer from the positivity of x and (21) that x(t) ≥ ϕ(t)x0.
Since x(t) → 0 as t → ∞, ϕ(t) → 0 as t → ∞. But x(t) → 0 as t → ∞
and (19) imply

lim
t→∞

1

t

∫ t

0

f̃(x(s)) ds = a.

Since t−1 log ϕ(t) → −a as t → ∞, it follows that a ≥ 0.
We now establish the result, assuming that the positive function g◦x

is in L1(0,∞). The argument is sufficiently similar in the case of g ◦ x
not being L1(0,∞) to warrant its exclusion. Let 0 < ε < 1 and T > 0.
It is a consequence of (21) that

(23)
x(t)

k(t)
>

∫ t

t−T

k(s)

k(t)
ϕ(t)ϕ(s)−1 1

k(s)

∫ s

0

k(s − u)g(x(u)) du ds.

for all t > T . By Lemma 10 there is T1(ε) > 0 such that

(24)
1

k(t)

∫ t

0

k(t − s)g(x(s)) ds > (1 − ε)

∫ ∞

0

g(x(s)) ds,

whenever t > T1(ε). By (20), and the fact that x(t) → 0 as t → ∞,
there exists T2(ε) > 0 such that t ≥ s > T2(ε) implies

(25) ϕ(t)ϕ(s)−1 ≥ e−a(1+ε)(t−s).

Here we make use of the fact that f̃(x(t)) → a as t → ∞, and also
that a ≥ 0. Now let T (ε) = max(T1(ε), T2(ε)), and take t > T (ε) + T .
Using (24), (25), the inequality (23) becomes

x(t)

k(t)
≥

∫ t

t−T

k(s)

k(t)
e−a(1+ε)(t−s) ds · (1 − ε)

∫ ∞

0

g(x(s)) ds.

But
∫ t

t−T

k(s)

k(t)
e−a(1+ε)(t−s) ds

≥

∫ T

0

e−a(1+ε)u du +

∫ T

0

(

k(t − u)

k(t)
− 1

)

e−a(1+ε)u du.

Arguing as in Lemma 10 gives

(26) lim inf
t→∞

x(t)

k(t)
≥ (1 − ε)

∫ T

0

e−a(1+ε)u du

∫ ∞

0

g(x(s)) ds.
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If a = 0, letting T → ∞ on both sides of (26) yields the result, with the
righthand side of (8) interpreted as infinity. If a > 0, letting T → ∞
both sides of (26) gives

lim inf
t→∞

x(t)

k(t)
≥ (1 − ε)

1

a(1 + ε)

∫ ∞

0

g(x(s)) ds.

We now obtain (8) by taking the limit as ε ↓ 0. �

Proof of Theorem 2. We assume again, without loss of generality, that
x(0) > 0. Then x(t) > 0 for all t ≥ 0, and therefore g(x(t)) > 0. Let
ε > 0. Since x(t) → 0 as t → ∞, by (H1) and (H2) there is a T1(ε) > 0
such that

|f(x(t))| ≤ (|f ′(0)| + ε)|x(t)|, |g(x(t))| ≤ (|g′(0)| + ε)|x(t)|,

for all t > T1(ε). Because x ∈ L1(0,∞), it follows that f ◦ x and
g ◦ x are also in L1(0,∞). Moreover as k ∈ L1(0,∞), the convolution
k ∗ (g ◦ x) is in L1(0,∞). Since x(t) → 0 as t → ∞, the integration of
(1) over [t,∞) yields

−x(t) = −

∫ ∞

t

f(x(s)) ds +

∫ ∞

t

∫ s

0

k(s − u)g(x(u)) du ds.

Availing of the non–negativity of k and proceeding as in [6, Theorem
1.3.7], we get

(27)

∫ ∞

t

f(x(s)) ds ≥

∫ ∞

t

k(s) ds

∫ t

0

g(x(u)) du.

By Theorem 1, a + ε > 0. As f̃(x(t)) → a as t → ∞, there exists
T2(ε) > 0 such that

f(x(t)) < (a + ε)x(t),

for t > T2(ε). Hence for t > T2(ε),

(a + ε)

∫ ∞

t

x(s) ds ≥

∫ ∞

t

f(x(s)) ds ≥

∫ ∞

t

k(s) ds

∫ t

0

g(x(u)) du.

¿From (H6) and the fact that (g ◦ x) is in L1(0,∞), we obtain

lim inf
t→∞

∫ ∞

t
x(s) ds

∫ ∞

t
k(s) ds

≥
1

a + ε

∫ ∞

0

g(x(u)) du.

Allowing ε ↓ 0 proves (11).
To see that (12) follows from (11), under the additional hypotheses

that k(t) > 0 for all t > T0 > 0, we suppose to the contrary that

lim sup
t→∞

x(t)

k(t)
<

1

a

∫ ∞

0

g(x(s)) ds.
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Therefore there exists 0 ≤ β < 1 such that

lim sup
t→∞

x(t)

k(t)
= β

1

a

∫ ∞

0

g(x(s)) ds.

Thus for all 0 < ε < 1 − β, there is a T (ε) > T0 such that

x(t) <
k(t)(β + ε)

a

∫ ∞

0

g(x(u)) du,

for all t > T (ε). Hence for all t > T (ε),
∫ ∞

t
x(s) ds

∫ ∞

t
k(s) ds

<
(β + ε)

a

∫ ∞

0

g(x(u)) du.

Taking the limit inferior of each side as t → ∞, we deduce from (11)
that

1

a

∫ ∞

0

g(x(u)) du ≤ (β + ε)
1

a

∫ ∞

0

g(x(u)) du.

Letting ε ↓ 0 yields β ≥ 1, which is a contradiction. �

Proof of Theorem 3. We first recall that it was established in Theo-
rem 1 that (7) implies a ≥ 0. Thus the converse has already been
proved.

It is now proved that a > 0 implies (10) holds for every solution of
(1) and (2) with |x0| small enough. Again we confine attention to the
case x0 > 0. Then by Lemma 9, x(t) > 0 for all t ≥ 0. Since a > 0,

(28) 2ε =
a

1 +
∫ ∞

0
k(s) ds

> 0.

By assumption, there exists 0 < δ3 ≤ δ2 such that |x| ≤ δ3 implies

(29) |f(x) − ax| ≤ ε|x|, |g(x)| ≤ ε|x|.

Assume that 0 < x0 < δ3, and let [0, t1) be the maximal interval with
the property that 0 < x(t) < δ3 for all 0 ≤ t < t1. Clearly t1 > 0 is
either finite and positive, or [0, t1) = [0,∞). We show that it cannot
be finite. By construction x′(t1) ≥ 0. However by (28) and (29),

x′(t1) = −f(x(t1)) +

∫ t1

0

k(t1 − s)g(x(s)) ds

≤ −(a − ε)x(t1) + ε

∫ t1

0

k(t1 − s)x(s) ds

= δ3

(

−(a − ε) + ε

∫ t1

0

k(s) ds

)

< 0,

a contradiction. Thus 0 < x(t) < δ3 for all t > 0 if 0 < x0 < δ3.
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We now prove the asymptotic stability and integrability of the solu-
tions with 0 < x0 < δ3. We introduce the non–negative function

(30) V (t) = x(t) +

∫ t

0

∫ ∞

t

k(τ − s)g(x(s)) dτ ds.

This is based on a Lyapunov functional used in Theorem 1 of Burton
and Mahfoud [7]. Differentiation and use of (29) leads to

(31)
dV

dt
(t) = −f(x(t)) + g(x(t))

∫ ∞

0

k(s) ds ≤ −βx(t),

where

β = a − ε(1 +

∫ ∞

0

k(s) ds) > 0.

As V (t) > 0 for all t ≥ 0, integration of (31) over [0, t] gives

β

∫ t

0

x(s) ds ≤ V (0) = x(0).

Hence x ∈ L1(R+). Since 0 < x(t) < δ3, it follows from (29) that

|g(x(t))| ≤ ε|x(t)|, |f(x(t))| ≤ (|a| + ε)|x(t)|,

and so f ◦ x and g ◦ x are in L1(0,∞). Consequently k ∗ (g ◦ x)
is in L1(0,∞). Integrating (1), we see that limt→∞ x(t) exists. But
x ∈ L1(0,∞) implies x(t) → 0 as t → ∞. �

Proof of Theorem 4. We prove the converse only, as the first assertion
can be established by following the model of proof in Theorem 3 above.
Indeed, the proof uses the same function V defined in (30).

To prove the converse we again suppose that x0 > 0, so that x(t) > 0
for all t ≥ 0. Indeed we assume that 0 < x0 < δ4 so that implies
x(t) → 0 as t → ∞. Note also that Theorem 1 implies that a ≥ 0.
Since k(t) 6≡ 0 and is continuous,

∫ ∞

0
k(s) ds > 0.

Suppose a <
∫ ∞

0
k(s) ds. We prove this is false by contradiction. To

this end, fix T > 0 so that
∫ T

0
k(s) ds > a. Let 0 < ε < 1 satisfy

0 < ε <

∫ T

0
k(s) ds − a

∫ T

0
k(s) ds + 1

.

There exists δ5 > 0 such that

0 < f(x) ≤ (a + ε)x, g(x) ≥ (1 − ε)x,

whenever 0 < x ≤ δ5. There is t1 ≥ 0 such that 0 < x(t) < δ5 for all
t > t1. Since mint∈[0,τ ] x(t) > 0 for all finite τ > 0, there also exists
0 < δ6 < δ5 and t2 > t1 +T for which t2 = min{t > 0 : x(t) = δ6}. The
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minimality of t2 implies x′(t2) ≤ 0. This construction now implies the
following sequence of inequalities:

x′(t2) = −f(x(t2)) +

∫ t2

0

k(t2 − s)g(x(s)) ds

≥ −(a + ε)x(t2) +

∫ t2

t1

k(t2 − s)g(x(s)) ds

≥ −(a + ε)x(t2) + (1 − ε)

∫ t2

t1

k(t2 − s)x(s) ds

≥

(

−(a + ε) + (1 − ε)

∫ t2

t1

k(t2 − s) ds

)

δ6

≥

(

−(a + ε) + (1 − ε)

∫ T

0

k(s) ds

)

δ6

> 0,

which is a contradiction. Therefore a ≥
∫ ∞

0
k(s) ds, as required. �

Proof of Corollary 8. The assumption on x implies x(t) → 0 as t → ∞,
and x ∈ L1(0,∞). All the hypotheses of Theorem 2 hold, and hence
there is a c1 > 0 such that

∫ ∞

t
|x(s)| ds

∫ ∞

t
k(s) ds

≥ c1, t ≥ 0.

Thus if c2 = c/(αc1) > 0, we have
∫ ∞

t

k(s) ds ≤ c2e
−αt, t ≥ 0.

Let 0 < ε < α and fix γ = α − ε. Then
∫ ∞

0

eγt

∫ ∞

t

k(s) ds dt ≤
c2

ε
.

The non–negativity of the integrand justifies reversing the order of
integration, yielding

∫ ∞

0

eγt

∫ ∞

t

k(s) ds dt =

∫ ∞

0

k(s)
1

γ
(eγs − 1) ds.

Hence
1

γ

∫ ∞

0

eγsk(s) ds ≤
c2

ε
+

1

γ

∫ ∞

0

k(s) ds,

and the result is true. The ideas here have been partially inspired by
arguments in the proof of Theorem 1 of [7]. �
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