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#### Abstract

This paper is concerned with a non-autonomous impulsive neutral integro-differential equation with time-varying delays. We establish a novel singular delay integro-differential inequality, which enables us to derive several sufficient criteria on the positive invariant set, global attracting set and stability. An example is given to demonstrate the efficiency of proposed results.
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## 1 Introduction

Due to the plentiful dynamical behaviors, integro-differential equations with delays have many applications in a variety of fields such as control theory, biology, ecology, medicine, etc [1, 2]. Especially, the effects of delays on the stability of integro-differential equations have been extensively studied in the previous literature (see [3]-[9] and references cited therein).

Besides delays, impulsive effect usually exist in many evolution processes in which the states exhibit abrupt changes at certain moments, such as threshold phenomena in biology, bursting rhythm models in medicine and frequency modulated systems, etc. In recent years, the theory of impulsive integro-differential equations with delays has attracted wide attention and lots of significant results on existence, initial (boundary) value problems and stability have been reported [10]-[20]. Some results for impulsive neutral differential equations with delays have been published. For instance, in [21], the exponential stability for impulsive neutral differential equations with finite delays has been studied by using differential inequality technique. In [22, 23], some stability conditions based on Lyapunov-Krasovkii functional method have been established for impulsive neutral differential equations with finite delays. In [24], authors studied the exponential stability for impulsive neutral integro-differential equations with delays by developing a singular integro-differential inequality. However, in general, the results about impulsive neutral differential equations with delays are still scarce due to some theoretical and technical difficulties.

Additionally, it worth noting that those results in previous literature [21]-[24] have only focused on the stability of the equilibrium point for autonomous impulsive neutral differential equations with delays. However, under impulsive perturbation, the equilibrium point sometimes does not exist in many real physical systems, especially in nonlinear and non-autonomous dynamical systems. Therefore, an interesting and more general issue is to discuss the invariant set and attracting set of non-autonomous impulsive systems. Some important progress has been made in the techniques and methods for determining the invariant and attracting sets of delay differential equations [25, 26], impulsive differential equations with delays [27] and neutral differential equations [28]. Until now the corresponding problems for impulsive neutral differential (or integro-differential) equations with delays have not been considered.

Motivated by the above discussion, we will investigate the asymptotic behaviors of solutions for a non-autonomous impulsive neutral integro-differential equation with time-varying delays in this

[^0]paper. As shown in [20, 21, 24], differential inequalities are very important tools to investigate dynamical behaviors of differential equations. We shall develop a novel singular delay integrodifferential inequality in Section 3. Compared with those existing results such as (7) in [20], (8) in [21] and (16) in [24], the presented inequality (formulated by the later inequality (6)) has the following improvements.
(a) All of those key inequalities established in [20,21, 24] are autonomous. That is to say the involved coefficients are constants. However, in this paper, the presented singular integro-differential inequality is non-autonomous, which means the coefficients are time varying.
(b) In the proposed inequality (6), the additional input term $J$ is very novel and crucial for our studying. If $J \neq 0$, we can use the inequality to estimate the positive invariant set and global attracting set explicitly. If $J=0$, inequality (6) can cover those inequalities in $[20,21,24]$ and enable us to investigate the stability of the equilibrium point.

In Section 4, by using the transform technique similar to [21, 24], we derive some sufficient criteria on the global attracting set, positive invariant set and stability. In Section 5, an example and its simulations are given. Finally, we make some conclusions.

## 2 Notations and Model Description

Let $\mathbb{R}^{n}$ be the space of $n$-dimensional real column vectors and $\mathbb{R}^{m \times n}$ be the class of $m \times n$ matrices with real components. The inequality " $\leq "(">")$ between matrices or vectors such as $A \leq B$ $(A>B)$ means that each pair of corresponding elements of $A$ and $B$ satisfies the inequality " $\leq "$ (">"). $A \in \mathbb{R}^{m \times n}$ is called a nonnegative matrix if $A \geq 0$ and $x \in \mathbb{R}^{n}$ is called a positive vector if $x>0 . x^{\mathrm{T}}$ and $A^{-1}$ denote the transpose of a vector $x$ and the inverse of a square matrix $A$, respectively. $I$ denotes the identity matrix with appropriate dimensions. $\mathcal{N}=\{1,2, \ldots, n\}$, $\mathbb{Z}^{+}=\{1,2, \cdots\}$.

For $A \in \mathbb{R}^{m \times n}$ and function $x(t)=\left(x_{1}(t), \cdots, x_{n}(t)\right)^{\mathrm{T}} \in \mathbb{R}^{n}$ defined on $\mathbb{R}$, we use notations

$$
\begin{gathered}
{[A]^{+}=\left(\left|a_{i j}\right|\right)_{m \times n}, \quad[x(t)]^{+}=\left(\left|x_{1}(t)\right|, \cdots,\left|x_{n}(t)\right|\right)^{\mathrm{T}},} \\
{[x(t)]_{\tau}=\left(\left[x_{1}(t)\right]_{\tau}, \ldots,\left[x_{n}(t)\right]_{\tau}\right)^{\mathrm{T}}, \quad[x(t)]_{\tau}^{+}=\left[[x(t)]^{+}\right]_{\tau},} \\
{[x(t)]_{\infty}=\left(\left[x_{1}(t)\right]_{\infty}, \ldots,\left[x_{n}(t)\right]_{\infty}\right)^{\mathrm{T}}, \quad[x(t)]_{\infty}^{+}=\left[[x(t)]^{+}\right]_{\infty},} \\
{\left[x_{i}(t)\right]_{\tau}=\sup _{-\tau \leq s \leq 0} x_{i}(t+s), \quad\left[x_{i}(t)\right]_{\infty}=\sup _{-\infty<s \leq 0} x_{i}(t+s), i \in \mathcal{N} .}
\end{gathered}
$$

$C[X, Y]$ denotes the space of continuous mappings from the topological space $X$ to the topological space $Y$.

$$
P C[J, \Omega]=\{\psi: J \rightarrow \Omega \mid \psi(s) \text { is continuous for all but at most countable points } s \in J \text { and at }
$$ these points, $\psi\left(s^{+}\right)$and $\psi\left(s^{-}\right)$exist, $\psi(s)=\psi\left(s^{+}\right)$and $\left.\sup _{s \in J}[\psi(s)]^{+}<+\infty\right\}$. Here $J \subseteq \mathbb{R}$ is an interval and $\Omega \subseteq \mathbb{R}^{n}, \psi\left(s^{+}\right)$and $\psi\left(s^{-}\right)$denote the right-hand and left-hand limits of the function $\psi(s)$, respectively.

$P C^{1}[J, \Omega]=\{\psi: J \rightarrow \Omega \mid \psi(s)$ is continuously differentiable for all but at most countable points $s \in J$ and at these points, $\psi\left(s^{+}\right), \psi\left(s^{-}\right), \psi^{\prime}\left(s^{+}\right)$and $\psi^{\prime}\left(s^{-}\right)$exist, $\psi(s)=\psi\left(s^{+}\right), \psi^{\prime}(s):=\psi^{\prime}\left(s^{+}\right)$and $\left.\sup _{s \in J}[\psi(s)]^{+}<+\infty, \sup _{s \in J}\left[\psi^{\prime}(s)\right]^{+}<+\infty\right\} \cdot \psi^{\prime}(s)$ denotes the derivative of $\psi(s)$.
$L\left(\sigma_{0}\right)=\left\{\psi:[0,+\infty) \rightarrow \mathbb{R} \mid \psi(s)\right.$ is piecewise continuous and satisfies $\int_{0}^{+\infty}|\psi(s)| e^{\sigma_{0} s} d s<+\infty$ for some constant $\left.\sigma_{0}>0\right\}$.

For $\phi \in P C:=P C\left[(-\infty, 0], \mathbb{R}^{n}\right], \psi \in P C^{1}:=P C^{1}\left[(-\infty, 0], \mathbb{R}^{n}\right]$ and $x \in \mathbb{R}^{n}$, we use the following norms

$$
\|\phi\|_{\infty}=\max _{i \in \mathcal{N}}\left\{\left[\phi_{i}(s)\right]_{\infty}^{+}\right\}, \quad\|\psi\|_{1 \infty}=\max _{i \in \mathcal{N}}\left\{\left[\psi_{i}(s)\right]_{\infty}^{+},\left[\psi_{i}^{\prime}(s)\right]_{\infty}^{+}\right\}, \quad\|x\|=\max _{i \in \mathcal{N}}\left\{\left|x_{i}\right|\right\}
$$

Consider a non-autonomous impulsive neutral integro-differential equation with time-varying delays

$$
\left\{\begin{array}{rlrl}
x_{i}^{\prime}(t)= & \beta(t)\left[-d_{i} x_{i}(t)+\sum_{j=1}^{n}\left(a_{i j} f_{i j}\left(x_{j}(t)\right)+b_{i j} g_{i j}\left(x_{j}\left(t-\tau_{i j}(t)\right)\right)+c_{i j} h_{i j}\left(x_{j}^{\prime}\left(t-r_{i j}(t)\right)\right)\right.\right.  \tag{1}\\
& \left.\left.+\int_{-\infty}^{t} k_{i j}(t-s) p_{i j}\left(x_{j}(s)\right) d s\right)+l_{i}(t)\right], & & t \geq t_{0}, t \neq t_{k} \\
x_{i}(t)= & x_{i}\left(t^{+}\right)=I_{i k}\left(x_{1}\left(t^{-}\right), \ldots, x_{n}\left(t^{-}\right)\right), & & t=t_{k}
\end{array}\right.
$$

with the initial condition

$$
\begin{equation*}
x_{i}\left(t_{0}+s\right)=\phi_{i}(s), \quad-\infty<s \leq 0 \tag{2}
\end{equation*}
$$

where
$\left(H_{1}\right) f_{i j}, g_{i j}, h_{i j}, p_{i j}, \tau_{i j}, r_{i j}, l_{i}$ and $\beta \in C[\mathbb{R}, \mathbb{R}] ; 0<\beta(t) \leq \hat{\beta}$ and $0 \leq\left\{\tau_{i j}(t), r_{i j}(t)\right\} \leq \tau$ for all $t \geq t_{0}$ and $i, j \in \mathcal{N} ; \lim _{t \rightarrow+\infty} \int_{0}^{t} \beta(u) d u=+\infty$.
$\left(H_{2}\right) \hat{\beta}>0, \tau \geq 0, d_{i}>0, a_{i j}, b_{i j}$ and $c_{i j}$ are constants.
$\left(H_{3}\right)$ For all $k \in \mathbb{Z}^{+}$, the jump functions $I_{k}=\left(I_{1 k}, \ldots, I_{n k}\right)^{\mathrm{T}} \in C\left[\mathbb{R}^{n}, \mathbb{R}^{n}\right]$ and the fixed impulsive moments satisfy $t_{k}<t_{k+1}, \lim _{k \rightarrow+\infty} t_{k}=+\infty$.
$\left(H_{4}\right)$ The initial condition $\phi=\left(\phi_{1}(s), \ldots, \phi_{n}(s)\right)^{\mathrm{T}} \in P C^{1}$.
Remark 2.1. Clearly, (1) is a general form of many popular systems studied extensively in [20]-[22], [24]-[28].

For any initial condition $\phi \in P C^{1}$, we always assume that (1) has a solution denoted by $x\left(t, t_{0}, \phi\right)$ or $x_{t}\left(t_{0}, \phi\right)$ (simply $x(t)$ or $x_{t}$ if no confusion occurs), where $x_{t}\left(t_{0}, \phi\right)=x\left(t+s, t_{0}, \phi\right),-\infty<s \leq 0$. We know $x(t)$ is continuously differentiable for $t \geq t_{0}$ and $t \neq t_{k}$. Moreover $x(t)$ has discontinuities of the first type at the fixed impulsive moments $t_{k}$. Namely, $x_{t} \in P C^{1}$. For convenience, we denote $x^{\prime}\left(t_{k}\right)=x^{\prime}\left(t_{k}^{+}\right)$.

Let $x^{\prime}(t)=y(t)$. The model (1) be transformed to an $2 n$-dimensional non-autonomous singular impulsive integro-differential equation as follows

$$
\left\{\begin{align*}
x_{i}^{\prime}(t)= & \beta(t)\left[-d_{i} x_{i}(t)+\sum_{j=1}^{n}\left(a_{i j} f_{i j}\left(x_{j}(t)\right)+b_{i j} g_{i j}\left(x_{j}\left(t-\tau_{i j}(t)\right)\right)+c_{i j} h_{i j}\left(y_{j}\left(t-r_{i j}(t)\right)\right)\right.\right. \\
& \left.\left.+\int_{-\infty}^{t} k_{i j}(t-s) p_{i j}\left(x_{j}(s)\right) d s\right)+l_{i}(t)\right], \quad t \geq t_{0}, t \neq t_{k}, \\
y_{i}(t)= & \beta(t)\left[-d_{i} x_{i}(t)+\sum_{j=1}^{n}\left(a_{i j} f_{i j}\left(x_{j}(t)\right)+b_{i j} g_{i j}\left(x_{j}\left(t-\tau_{i j}(t)\right)\right)+c_{i j} h_{i j}\left(y_{j}\left(t-r_{i j}(t)\right)\right)\right.\right.  \tag{3}\\
& \left.\left.+\int_{-\infty}^{t} k_{i j}(t-s) p_{i j}\left(x_{j}(s)\right) d s\right)+l_{i}(t)\right], \quad t \geq t_{0}, t \neq t_{k}, \\
x_{i}(t)= & x_{i}\left(t^{+}\right)=I_{i k}\left(x_{1}\left(t^{-}\right), \ldots, x_{n}\left(t^{-}\right)\right), \quad t=t_{k}, \\
y_{i}(t)= & y_{i}\left(t^{+}\right)=x_{i}^{\prime}\left(t^{+}\right), \quad t=t_{k},
\end{align*}\right.
$$

with the initial condition

$$
\begin{cases}x_{i}\left(t_{0}+s\right)=\phi_{i}(s), & -\infty<s \leq 0  \tag{4}\\ y_{i}\left(t_{0}+s\right)=\phi_{i}^{\prime}(s), & -\infty<s \leq 0\end{cases}
$$

Remark 2.2. Recalling the definition of $P C^{1}$ and the properties of derivative function, $x_{t} \in P C^{1}$ implies that $y(t)$ has discontinuities of the first type at the fixed impulsive moments $t_{k}$ and $y(t)$ is continuous on $\left[t_{k-1}, t_{k}\right)$ for $k \in \mathbb{Z}^{+}$. Therefore, studying the asymptotic behaviors of (1) in $P C^{1}$ is equivalent to those for $(3)$ in $P C\left[(-\infty, 0], \mathbb{R}^{2 n}\right]$.

Some definitions and lemma will be employed in this paper.
Definition 2.1. A set $\mathcal{A} \subset P C^{1}$ is called a positive invariant set of (1), if for any initial condition $\phi \in \mathcal{A}$, the solution $x_{t}\left(t_{0}, \phi\right) \in \mathcal{A}$ for $t \geq t_{0}$.
Definition 2.2. A set $\mathcal{B} \subset P C^{1}$ is called an attracting set of (1), if $\mathcal{B}$ possesses an open neighborhood $\mathcal{U}$, such that for any initial condition $\phi \in \mathcal{U}$, the solution $x\left(t, t_{0}, \phi\right)$ satisfies

$$
\lim _{t \rightarrow+\infty} \inf _{\psi \in \mathcal{B}} \operatorname{dist}\left(x\left(t, t_{0}, \phi\right),[\psi]_{\infty}^{+}\right)=0
$$

where $\operatorname{dist}(x, y)$ denotes the distance of $x$ to $y$ in $\mathbb{R}^{n}$. Particularly, if $\mathcal{U}=P C^{1}$, then $\mathcal{B}$ is called a global attracting set of (1).
Definition 2.3. The zero solution of (1) is called to be globally asymptotically stable in $P C^{1}$, if for any initial condition $\phi \in P C^{1}$, the solution $x\left(t, t_{0}, \phi\right)$ satisfies

$$
\lim _{t \rightarrow+\infty}\left\|x\left(t, t_{0}, \phi\right)\right\|=0
$$

Definition 2.4. The zero solution of (1) is called to be globally exponentially stable in $P C^{1}$, if there exist positive constants $\alpha$ and $\lambda$, such that for any initial condition $\phi \in P C^{1}$, the solution $x\left(t, t_{0}, \phi\right)$ satisfies

$$
\left\|x\left(t, t_{0}, \phi\right)\right\| \leq \alpha\|\phi\|_{1 \infty} e^{-\lambda\left(t-t_{0}\right)}, \quad t \geq t_{0}
$$

Definition 2.5.[20] For $A=\left(a_{i j}\right)_{m \times n}, B=\left(b_{i j}\right)_{m \times n} \in \mathbb{R}^{m \times n}$, define $A \circ B$ as follows

$$
A \circ B:=\left(a_{i j} b_{i j}\right)_{m \times n} .
$$

$A \circ B$ is called the Hadamard product or Schur product of $A$ and $B$.
Definition 2.6.[29] A matrix $A=\left(a_{i j}\right)_{n \times n} \in \mathbb{R}^{n \times n}$ is called an $\mathcal{M}$-matrix if $A$ has non-positive off-diagonal elements (i.e., $a_{i j} \leq 0$ for $i \neq j$ ), and one of the following conditions holds:
(i) there exists a positive vector $z$ such that $A z>0$;
(ii) $A^{-1}$ exists and $A^{-1} \geq 0$.

For an $\mathcal{M}$-matrix $A$, we define

$$
\begin{equation*}
\Omega_{\mathcal{M}}(A)=\left\{z \in \mathbb{R}^{n} \mid A z>0, z>0\right\} . \tag{5}
\end{equation*}
$$

Obviously, Definition 2.6 leads to the following lemma.
Lemma 2.1.[21] If $A$ is an $\mathcal{M}$-matrix, then $\Omega_{\mathcal{M}}(A) \subset \mathbb{R}^{n}$ is a nonempty cone without conical surface.

## 3 Singular Integro-differential Inequality

In what follows, we shall develop a novel non-autonomous singular delay integro-differential inequality, which is a useful tool to study impulsive delay differential equations.
Theorem 3.1. Assume $u \in C\left[\left[t_{0}, b\right), \mathbb{R}^{r}\right]$ satisfies the non-autonomous singular delay integrodifferential inequality

$$
\begin{equation*}
\Lambda D^{+} u(t) \leq \beta(t)\left[P u(t)+Q[u(t)]_{\tau}+\int_{0}^{+\infty} \Psi(s) u(t-s) d s+J\right], \quad t \in\left[t_{0}, b\right), \tag{6}
\end{equation*}
$$

with initial condition $u_{t_{0}} \in P C\left[(-\infty, 0], \mathbb{R}^{r}\right]$. Let
$\left(C_{1}\right) \Lambda=\operatorname{diag}\left\{\lambda_{1}, \ldots, \lambda_{r}\right\}$, where $\lambda_{i}>0$ for $i \in \mathcal{N}_{1}^{*} \subseteq \mathcal{N}^{*}:=\{1,2, \ldots, r\}$ and $\lambda_{i}=0$ for $i \in \mathcal{N}_{2}^{*}:=$ $\mathcal{N}^{*}-\mathcal{N}_{1}^{*}$;
$\left(C_{2}\right) P=\left(p_{i j}\right)_{r \times r}$ with $p_{i j} \geq 0$ for $i \neq j ; Q=\left(q_{i j}\right)_{r \times r} \geq 0 ; \Psi(s)=\left(\psi_{i j}(s)\right)_{r \times r} \geq 0$ with $\psi_{i j} \in L\left(\sigma_{0}\right)$ for $i, j \in \mathcal{N}^{*}$ and $J=\left(J_{1}, \ldots, J_{r}\right)^{\mathrm{T}} \geq 0$;
$\left(C_{3}\right)$ there exist a positive vector $z \in \mathbb{R}^{r}$ and a positive constant $\sigma$ such that

$$
\begin{equation*}
\left[\sigma \Lambda+P+Q e^{\sigma \hat{\beta} \tau}+\int_{0}^{+\infty} \Psi(s) e^{\sigma \hat{\beta} s} d s\right] z<0 \tag{7}
\end{equation*}
$$

If the initial condition

$$
\begin{equation*}
u(t) \leq \kappa z e^{-\sigma \int_{t_{0}}^{t} \beta(u) d u}+D^{-1} J, \quad t \in\left(-\infty, t_{0}\right] \tag{8}
\end{equation*}
$$

then

$$
\begin{equation*}
u(t) \leq \kappa z e^{-\sigma \int_{t_{0}}^{t} \beta(u) d u}+D^{-1} J, \quad t \in\left[t_{0}, b\right) \tag{9}
\end{equation*}
$$

where $\kappa \geq 0$ is a constant and $D=-\left(P+Q+\int_{0}^{+\infty} \Psi(s) d s\right)$.
Proof. Recalling the definition of $L\left(\sigma_{0}\right)$ and $\psi_{i j} \in L\left(\sigma_{0}\right)$, we know $\int_{0}^{+\infty} \psi_{i j}(s) d s<+\infty$ for $i, j \in \mathcal{N}^{*}$. Then

$$
D=-\left(P+Q+\int_{0}^{+\infty} \Psi(s) d s\right) \in \mathbb{R}^{r \times r}
$$

is well defined. Moreover, condition $\left(C_{2}\right)$ shows $D$ has non-positive off-diagonal elements.
Denote $z:=\left(z_{1}, \cdots, z_{r}\right)^{\mathrm{T}}$. We rewrite (7) as

$$
\begin{equation*}
\sum_{j=1}^{r}\left(p_{i j}+q_{i j} e^{\sigma \hat{\beta} \tau}+\int_{0}^{+\infty} \psi_{i j}(s) e^{\sigma \hat{\beta} s} d s\right) z_{j}<-\sigma \lambda_{i} z_{i}, \quad i \in \mathcal{N}^{*} \tag{10}
\end{equation*}
$$

which implies for any $i \in \mathcal{N}^{*}$

$$
\sum_{j=1}^{r}\left(p_{i j}+q_{i j}+\int_{0}^{+\infty} \psi_{i j}(s) d s\right) z_{j} \leq \sum_{j=1}^{r}\left(p_{i j}+q_{i j} e^{\sigma \hat{\beta} \tau}+\int_{0}^{+\infty} \psi_{i j}(s) e^{\sigma \hat{\beta} s} d s\right) z_{j}<0
$$

That is

$$
\begin{equation*}
\left(P+Q+\int_{0}^{+\infty} \Psi(s) d s\right) z<0 \text { or } D z>0 \tag{11}
\end{equation*}
$$

Consequently, by Definition 2.6, it is easy to deduce $D$ is an $\mathcal{M}$-matrix, and $D^{-1}$ exists with $D^{-1} \geq 0$. For simplicity, we denote

$$
T=D^{-1} J:=\left(T_{1}, \ldots, T_{r}\right)^{\mathrm{T}}
$$

Of course, we can see $T \geq 0$ and

$$
\begin{equation*}
\sum_{j=1}^{r}\left(p_{i j}+q_{i j}+\int_{0}^{+\infty} \psi_{i j}(s) d s\right) T_{j}+J_{i}=0, \quad i \in \mathcal{N}^{*} \tag{12}
\end{equation*}
$$

Under assumption (8), we claim that for any small enough $\epsilon>0$,

$$
\begin{equation*}
u_{i}(t) \leq(\kappa+\epsilon) z_{i} e^{-\sigma \int_{t_{0}}^{t} \beta(u) d u}+T_{i}:=v_{i}(t), \quad t \in\left[t_{0}, b\right), i \in \mathcal{N}^{*} \tag{13}
\end{equation*}
$$

Let us prove claim (13) by contradiction. Define

$$
\begin{gathered}
\mathcal{M}^{*}=\left\{i \in \mathcal{N}^{*} \mid u_{i}(t)>v_{i}(t) \text { for some } t \in\left[t_{0}, b\right)\right\}, \\
t_{i}^{*}=\inf \left\{t \in\left[t_{0}, b\right) \mid u_{i}(t)>v_{i}(t), i \in \mathcal{M}^{*}\right\} .
\end{gathered}
$$

If claim (13) is false, then $\mathcal{M}^{*}$ is certainly a nonempty set and there must be an integer $m \in \mathcal{M}^{*} \subseteq$ $\mathcal{N}^{*}$ such that $t_{m}^{*}=\min _{i \in \mathcal{M}^{*}}\left\{t_{i}^{*}\right\} \in\left[t_{0}, b\right)$.
Case 1: If $m \in \mathcal{N}_{1}^{*}$, then by notations of $\mathcal{M}^{*}, t_{i}^{*}$ and assumption (8) we conclude

$$
\begin{equation*}
u_{m}\left(t_{m}^{*}\right)=v_{m}\left(t_{m}^{*}\right), \quad u_{i}(t) \leq v_{i}(t) \text { for all } t \in\left(-\infty, t_{m}^{*}\right], i \in \mathcal{N}^{*} \tag{14}
\end{equation*}
$$

and

$$
\begin{equation*}
D^{+} u_{m}\left(t_{m}^{*}\right) \geq v_{m}^{\prime}\left(t_{m}^{*}\right) \tag{15}
\end{equation*}
$$

On the other hand, it follows from (6) and (14) that

$$
\begin{align*}
\lambda_{m} D^{+} u\left(t_{m}^{*}\right) \leq & \beta\left(t_{m}^{*}\right)\left[\sum_{j=1}^{r}\left(p_{m j} u_{j}\left(t_{m}^{*}\right)+q_{m j}\left[u_{j}\left(t_{m}^{*}\right)\right]_{\tau}+\int_{0}^{+\infty} \psi_{m j}(s) u_{j}\left(t_{m}^{*}-s\right) d s\right)+J_{m}\right] \\
\leq & \beta\left(t_{m}^{*}\right)\left[\sum_{j=1}^{r} p_{m j}\left((\kappa+\epsilon) z_{j} e^{-\sigma \int_{t_{0}}^{t_{m}^{*}} \beta(u) d u}+T_{j}\right)\right. \\
& +\sum_{j=1}^{r} q_{m j}\left((\kappa+\epsilon) z_{j} e^{-\sigma \int_{t_{0}}^{t_{m}^{*}-\tau} \beta(u) d u}+T_{j}\right) \\
& \left.+\sum_{j=1}^{r} \int_{0}^{+\infty} \psi_{m j}(s)\left((\kappa+\epsilon) z_{j} e^{-\sigma \int_{t_{0}}^{t_{m}^{*}} \beta(u) d u}+T_{j}\right) d s+J_{m}\right] \\
\leq & \beta\left(t_{m}^{*}\right)(\kappa+\epsilon) e^{-\sigma \int_{t_{0}}^{t_{m}^{*}} \beta(u) d u} \sum_{j=1}^{r}\left(p_{m j}+q_{m j} e^{\sigma \hat{\beta} \tau}+\int_{0}^{+\infty} \psi_{m j}(s) e^{\sigma \hat{\beta} s} d s\right) z_{j} \\
& +\beta\left(t_{m}^{*}\right)\left[\sum_{j=1}^{r}\left(p_{m j}+q_{m j}+\int_{0}^{+\infty} \psi_{m j}(s) d s\right) T_{j}+J_{m}\right] . \tag{16}
\end{align*}
$$

Using (10), (12) for $i=m$ and $\lambda_{m}>0$, inequality (16) reduces to

$$
D^{+} u\left(t_{m}^{*}\right)<\beta\left(t_{m}^{*}\right)(\kappa+\epsilon)\left(-\sigma z_{m}\right) e^{-\sigma \int_{t_{0}}^{t_{m}^{*}} \beta(u) d u}=v_{m}^{\prime}\left(t_{m}^{*}\right),
$$

which contradicts (15). So, we conclude $m \notin \mathcal{N}_{1}^{*}$.
Case 2: If $m \in \mathcal{N}_{2}^{*}$, then by recalling the notations of $\mathcal{M}^{*}, t_{m}^{*}$ and noting (8), we derive

$$
\begin{equation*}
u_{m}\left(t_{m}^{*}\right)=v_{m}\left(t_{m}^{*}\right) \text { and } u_{i}(t) \leq v_{i}(t) \text { for all } t \in\left(-\infty, t_{m}^{*}\right], i \in \mathcal{N}^{*} \tag{17}
\end{equation*}
$$

From (10), (12) for $i=m$ and $\lambda_{m}=0$, inequality (6) implies

$$
\begin{aligned}
0 \leq & \beta\left(t_{m}^{*}\right)\left[\sum_{j=1}^{r} p_{m j}\left((\kappa+\epsilon) z_{j} e^{-\sigma \int_{t_{0}}^{t_{m}^{*}} \beta(u) d u}+T_{j}\right)\right. \\
& +\sum_{j=1}^{r} q_{m j}\left((\kappa+\epsilon) z_{j} e^{-\sigma t_{t_{0}}^{t_{m}^{*}-\tau} \beta(u) d u}+T_{j}\right) \\
& \left.+\sum_{j=1}^{r} \int_{0}^{+\infty} \psi_{m j}(s)\left((\kappa+\epsilon) z_{j} e^{-\sigma \int_{t_{0}}^{t_{m}^{*}-s} \beta(u) d u}+T_{j}\right) d s+J_{m}\right] \\
\leq & \beta\left(t_{m}^{*}\right)(\kappa+\epsilon) e^{-\sigma \int_{t_{0}}^{t_{m}^{*}} \beta(u) d u} \sum_{j=1}^{r}\left(p_{m j}+q_{m j} e^{\sigma \hat{\beta} \tau}+\int_{0}^{+\infty} \psi_{m j}(s) e^{\sigma \hat{\beta} s} d s\right) z_{j} \\
& +\beta\left(t_{m}^{*}\right)\left[\sum_{j=1}^{r}\left(p_{m j}+q_{m j}+\int_{0}^{+\infty} \psi_{m j}(s) d s\right) T_{j}+J_{m}\right] \\
< & \beta\left(t_{m}^{*}\right)(\kappa+\epsilon) e^{-\sigma \int_{t_{0}}^{t_{j}^{*}} \beta(u) d u}\left(-\sigma \lambda_{m} z_{m}\right)=0 .
\end{aligned}
$$

This is a contradiction, which means $m \notin \mathcal{N}_{2}^{*}$.
Hence, $\mathcal{M}^{*}$ can only be the empty set, which indicates claim (13) is true. Letting $\epsilon \rightarrow 0^{+}$, we see

$$
u_{i}(t) \leq \kappa z_{i} e^{-\sigma \int_{t_{0}}^{t} \beta(u) d u}+T_{i}, \quad t \in\left[t_{0}, b\right), i \in \mathcal{N}^{*}
$$

The proof is completed .
Remark 3.1. Suppose $\mathcal{N}_{1}^{*}=\mathcal{N}^{*}, \Lambda=I, Q=0, J=0$ and $\beta(t) \equiv 1$ for $t \in\left[t_{0}, b\right)$. Inequality (6) reduces to the basic inequality (7) in [20] and we can derive the Theorem 1 in [20] as a special case of the present Theorem 3.1.
Remark 3.2. Let $\beta(t) \equiv 1$ for $t \in\left[t_{0}, b\right), p_{i j}=0$ for $i \in \mathcal{N}^{*}, j \in \mathcal{N}_{2}^{*}, \psi_{i j}(s) \equiv 0$ for $s \in \mathbb{R}, i, j \in \mathcal{N}^{*}$ and $J=0$. We can easily observe the key inequality (8) and the main result (Theorem 3.1) in [21] follow from inequality (6) and Theorem 3.1 in present paper, respectively.
Remark 3.3. The inequality (16) in [24] is a special case of (6) with $\beta(t) \equiv 1$ for $t \in\left[t_{0}, b\right), p_{i j}=0$ for $i \in \mathcal{N}^{*}, j \in \mathcal{N}_{2}^{*}$ and $J=0$. That is to say our Theorem 3.1 covers the Theorem 3.1 in [24].
Remark 3.4. The basic Lemma 1 in [27] is a special case of the present Theorem 3.1 in which $\mathcal{N}_{1}^{*}=\mathcal{N}^{*}, \Lambda=I, \beta(t) \equiv 1$ for $t \in\left[t_{0}, b\right)$ and $\psi_{i j}(s) \equiv 0$ for $s \in \mathbb{R}, i, j \in \mathcal{N}^{*}$.

## 4 Attracting Set and Invariant Set

In this section, we will present the main results for the global attracting set, positive invariant set and stability of (3) by using the improved non-autonomous singular delay integro-differential inequality in Section 3.

For convenience, we denote $u(t):=\left(x^{\mathrm{T}}(t), y^{\mathrm{T}}(t)\right)^{\mathrm{T}}$ by the solution of (3) with any initial condition $\bar{\phi}:=\left(\phi^{\mathrm{T}},\left(\phi^{\prime}\right)^{\mathrm{T}}\right)^{\mathrm{T}}$. Let $z_{x}:=\left(z_{1}, \cdots, z_{n}\right)^{\mathrm{T}}$ and $z_{y}:=\left(z_{n+1}, \cdots, z_{2 n}\right)^{\mathrm{T}}$, for any $z \in \mathbb{R}^{2 n}$.

The following assumptions imposed on (3) are needed in later discussion.
$\left(A_{1}\right)$ There exist nonnegative constants $u_{i j}, v_{i j}, w_{i j}, \gamma_{i j}$ and $L_{i}$ such that

$$
\left|f_{i j}(s)\right| \leq u_{i j}|s|, \quad\left|g_{i j}(s)\right| \leq v_{i j}|s|, \quad\left|h_{i j}(s)\right| \leq w_{i j}|s|, \quad\left|p_{i j}(s)\right| \leq \gamma_{i j}|s|, \quad\left|l_{i}(s)\right| \leq L_{i}
$$

for all $s \in \mathbb{R}$ and $i, j \in \mathcal{N}$.
$\left(A_{2}\right)$ There exist a positive vector $\bar{z} \in \mathbb{R}^{2 n}$ and a positive constant $\sigma$ such that

$$
\begin{equation*}
\left[\sigma \bar{\Lambda}+\bar{P}+\bar{Q} e^{\sigma \hat{\beta} \tau}+\int_{0}^{+\infty} \bar{K}(s) e^{\sigma \hat{\beta} s} d s\right] \bar{z}<0 \tag{18}
\end{equation*}
$$

where

$$
\begin{gather*}
\bar{\Lambda}=\left(\begin{array}{cc}
I & 0 \\
0 & 0
\end{array}\right), \bar{P}=\left(\begin{array}{cc}
-D_{0}+[A \circ U]^{+} & 0 \\
D_{0}+[A \circ U]^{+} & -\frac{1}{\beta} I
\end{array}\right),  \tag{19}\\
\bar{Q}=\left(\begin{array}{cc}
{[B \circ V]^{+}} & {[C \circ W]^{+}} \\
{[B \circ V]^{+}} & {[C \circ W]^{+}}
\end{array}\right), \bar{K}(s)=\left(\begin{array}{ll}
{[K(s) \circ \Gamma]^{+}} & 0 \\
{[K(s) \circ \Gamma]^{+}} & 0
\end{array}\right), \tag{20}
\end{gather*}
$$

with

$$
\begin{gather*}
D_{0}=\operatorname{diag}\left\{d_{1}, \ldots, d_{n}\right\}, A=\left(a_{i j}\right)_{n \times n}, B=\left(b_{i j}\right)_{n \times n}, C=\left(c_{i j}\right)_{n \times n}, U=\left(u_{i j}\right)_{n \times n},  \tag{21}\\
V=\left(v_{i j}\right)_{n \times n}, W=\left(w_{i j}\right)_{n \times n}, \Gamma=\left(\gamma_{i j}\right)_{n \times n}, K(s)=\left(k_{i j}(s)\right)_{n \times n}, k_{i j} \in L\left(\sigma_{0}\right) \text { for } i, j \in \mathcal{N} . \tag{22}
\end{gather*}
$$

$\left(A_{3}\right)$ There exist nonnegative matrices $R_{k}=\left(r_{i j}^{k}\right)_{n \times n}$ such that

$$
\left[I_{k}(x)\right]^{+} \leq R_{k}[x]^{+}
$$

for all $x \in \mathbb{R}^{n}, k \in \mathbb{Z}^{+}$.
$\left(A_{4}\right)$ There exist constants $\zeta_{k} \geq 1$ and $\zeta \geq 0$, such that

$$
\left(\begin{array}{cc}
R_{k} & 0  \tag{23}\\
0 & I
\end{array}\right)\binom{\bar{z}_{x}}{\bar{z}_{y}} \leq \zeta_{k}\binom{\bar{z}_{x}}{\bar{z}_{y}}
$$

and

$$
\begin{equation*}
\frac{\ln \zeta_{k}}{\int_{t_{k-1}}^{t_{k}} \beta(u) d u} \leq \zeta<\sigma \tag{24}
\end{equation*}
$$

for all $k \in \mathbb{Z}^{+}, \bar{z}$ and $\sigma$ determined by (18).
$\left(A_{5}\right)$ There exist constants $\nu_{k} \geq 1$ and $\nu \geq 0$, such that

$$
\left(\begin{array}{cc}
R_{k} & 0  \tag{25}\\
0 & I
\end{array}\right)\binom{\bar{T}_{x}}{\bar{T}_{y}} \leq \nu_{k}\binom{\bar{T}_{x}}{\bar{T}_{y}}
$$

and

$$
\begin{equation*}
\sum_{k=1}^{+\infty} \ln \nu_{k} \leq \nu \tag{26}
\end{equation*}
$$

for all $k \in \mathbb{Z}^{+}$, where

$$
\begin{equation*}
\bar{T}=\bar{D}^{-1} \bar{L}:=\left(\bar{T}_{1}, \cdots, \bar{T}_{2 n}\right)^{\mathrm{T}}, \bar{D}=-\left(\bar{P}+\bar{Q}+\int_{0}^{+\infty} \bar{K}(s) d s\right), \bar{L}=\left(L_{1}, \cdots, L_{n}, L_{1}, \cdots, L_{n}\right)^{\mathrm{T}} \tag{27}
\end{equation*}
$$

Theorem 4.1. Assume $\left(A_{1}\right)-\left(A_{5}\right)$ hold. Then

$$
\mathcal{B}=\left\{\bar{\phi} \in P C\left[(-\infty, 0], \mathbb{R}^{2 n}\right] \mid[\bar{\phi}]_{\infty}^{+} \leq e^{\nu} \bar{T}\right\}
$$

is a global attracting set of (3).
Proof. At first, we claim $\bar{T}$ is well defined and $\bar{T} \geq 0$. In fact, from the definition of $L\left(\sigma_{0}\right)$ and condition (22), we know clearly $0 \in L\left(\sigma_{0}\right)$ and $\gamma_{i j} k_{i j} \in L\left(\sigma_{0}\right)$ for $i, j \in \mathcal{N}$. So, $\int_{0}^{+\infty} \bar{K}(s) d s<+\infty$ and $\bar{D}=-\left(\bar{P}+\bar{Q}+\int_{0}^{+\infty} \bar{K}(s) d s\right) \in \mathbb{R}^{2 n \times 2 n}$ is well defined. On the other hand, conditions (19) and (20) also show $\bar{D}$ has non-positive off-diagonal elements. By the argument similar to assertion (11), it follows easily from inequality (18) that $\bar{D}$ is an $\mathcal{M}$-matrix. That is, $\bar{D}^{-1}$ exists and $\bar{D}^{-1} \geq 0$. Hence, by condition (27), $\bar{T}$ is well defined and $\bar{T} \geq 0$.

For any $i \in \mathcal{N}$ and $t \in\left[t_{k-1}, t_{k}\right)$, calculating the upper right derivative $D^{+}\left|x_{i}(t)\right|$ along the solution of (3) can give

$$
\begin{aligned}
D^{+}\left|x_{i}(t)\right| \leq & \beta(t)\left[-d_{i}\left|x_{i}(t)\right|+\sum_{j=1}^{n}\left(\left|a_{i j} f_{i j}\left(x_{j}(t)\right)\right|+\left|b_{i j} g_{i j}\left(x_{j}\left(t-\tau_{i j}(t)\right)\right)\right|\right.\right. \\
& \left.\left.+\left|c_{i j} h_{i j}\left(y_{j}\left(t-r_{i j}(t)\right)\right)\right|+\int_{-\infty}^{t}\left|k_{i j}(t-s)\right|\left|p_{i j}\left(x_{j}(s)\right)\right| d s\right)+\left|l_{i}(t)\right|\right] \\
\leq & \beta(t)\left[-d_{i}\left|x_{i}(t)\right|+\sum_{j=1}^{n}\left(\left|a_{i j} u_{i j}\right|\left|x_{j}(t)\right|+\left|b_{i j} v_{i j}\right|\left|x_{j}\left(t-\tau_{i j}(t)\right)\right|\right.\right. \\
& \left.\left.+\left|c_{i j} w_{i j} \|\left|y_{j}\left(t-r_{i j}(t)\right)\right|+\int_{-\infty}^{t}\right| k_{i j}(t-s)| | \gamma_{i j}| | x_{j}(s) \mid d s\right)+L_{i}\right]
\end{aligned}
$$

Thus, together with conditions (21) and (22), we have a vector form as follows

$$
\begin{align*}
D^{+}[x(t)]^{+} \leq & \beta(t)\left(-D_{0}[x(t)]^{+}+[A \circ U]^{+}[x(t)]^{+}+[B \circ V]^{+}[x(t)]_{\tau}^{+}+[C \circ W]^{+}[y(t)]_{\tau}^{+}\right. \\
& \left.+\int_{0}^{+\infty}[K(s) \circ \Gamma]^{+}[x(t-s)]^{+} d s+\bar{L}_{x}\right), \quad t \in\left[t_{k-1}, t_{k}\right), k \in \mathbb{Z}^{+} \tag{28}
\end{align*}
$$

Meanwhile, the second equation in (3) together with $\left(A_{1}\right)$, implies

$$
\begin{aligned}
\left|y_{i}(t)\right|= & \beta(t) \mid-d_{i} x_{i}(t)+\sum_{j=1}^{n}\left(a_{i j} f_{i j}\left(x_{j}(t)\right)+b_{i j} g_{i j}\left(x_{j}\left(t-\tau_{i j}(t)\right)\right)+c_{i j} h_{i j}\left(y_{j}\left(t-r_{i j}(t)\right)\right)\right. \\
& \left.+\int_{-\infty}^{t} k_{i j}(t-s) p_{i j}\left(x_{j}(s)\right) d s\right)+l_{i}(t) \mid \\
\leq & \beta(t)\left[d_{i}\left|x_{i}(t)\right|+\sum_{j=1}^{n}\left(\left|a_{i j} u_{i j}\right|\left|x_{j}(t)\right|+\left|b_{i j} v_{i j}\right|\left|x_{j}\left(t-\tau_{i j}(t)\right)\right|+\left|c_{i j} w_{i j}\right|\left|y_{j}\left(t-r_{i j}(t)\right)\right|\right.\right. \\
& \left.\left.+\int_{-\infty}^{t}\left|k_{i j}(t-s) \gamma_{i j}\right|\left|x_{j}(s)\right| d s\right)+L_{i}\right], \quad t \in\left[t_{k-1}, t_{k}\right), k \in \mathbb{Z}^{+}, i \in \mathcal{N} .
\end{aligned}
$$

Again combined with conditions (21) and (22), we have

$$
\begin{align*}
0 \leq & -[y(t)]^{+}+\beta(t)\left(D_{0}[x(t)]^{+}+[A \circ U]^{+}[x(t)]^{+}+[B \circ V]^{+}[x(t)]_{\tau}^{+}+[C \circ W]^{+}[y(t)]_{\tau}^{+}\right. \\
& \left.+\int_{0}^{+\infty}[K(s) \circ \Gamma]^{+}[x(t-s)]^{+} d s+\bar{L}_{y}\right) \\
\leq & \beta(t)\left(D_{0}[x(t)]^{+}+[A \circ U]^{+}[x(t)]^{+}-\frac{1}{\hat{\beta}}[y(t)]^{+}+[B \circ V]^{+}[x(t)]_{\tau}^{+}+[C \circ W]^{+}[y(t)]_{\tau}^{+}\right. \\
& \left.+\int_{0}^{+\infty}[K(s) \circ \Gamma]^{+}[x(t-s)]^{+} d s+\bar{L}_{y}\right), \quad t \in\left[t_{k-1}, t_{k}\right), k \in \mathbb{Z}^{+} . \tag{29}
\end{align*}
$$

We note that

$$
\begin{equation*}
u=\binom{x}{y} \in C\left[\left[t_{k-1}, t_{k}\right), \mathbb{R}^{2 n}\right] . \tag{30}
\end{equation*}
$$

Let $\mathcal{N}^{*}=\{1, \ldots, 2 n\}, \mathcal{N}_{1}^{*}=\mathcal{N}$ and $\mathcal{N}_{2}^{*}=\{n+1, \ldots, 2 n\}$. In view of (30) and assumption $\left(A_{2}\right)$, the two inequalities (28) and (29) can be combined into

$$
\begin{equation*}
\bar{\Lambda} D^{+}[u(t)]^{+} \leq \beta(t)\left[\bar{P}[u(t)]^{+}+\bar{Q}[u(t)]_{\tau}^{+}+\int_{0}^{+\infty} \bar{K}(s)[u(t-s)]^{+} d s+\bar{L}\right] \tag{31}
\end{equation*}
$$

for $t \in\left[t_{k-1}, t_{k}\right), k \in \mathbb{Z}^{+}$, where
$\bar{\Lambda}:=\operatorname{diag}\left\{\lambda_{1}, \cdots, \lambda_{2 n}\right\}$ with $\bar{\lambda}_{i}=1>0$ for $i \in \mathcal{N}_{1}^{*}$ and $\bar{\lambda}_{i}=0$ for $i \in \mathcal{N}_{2}^{*} ;$
$\bar{P}:=\left(\bar{p}_{i j}\right)_{2 n \times 2 n}$ with $\bar{p}_{i j} \geq 0$ for $i \neq j ; \bar{Q}:=\left(\bar{q}_{i j}\right)_{2 n \times 2 n}$ with $\bar{q}_{i j} \geq 0$ for $i, j \in \mathcal{N}^{*}$;
$\bar{K}(s):=\left(\bar{k}_{i j}(s)\right)_{2 n \times 2 n}$ with $\bar{k}_{i j}(s) \geq 0$ and $\bar{k}_{i j} \in L\left(\sigma_{0}\right)$ for $i, j \in \mathcal{N}^{*} ; \bar{L} \geq 0$.

This shows inequality (31) satisfies all conditions $\left(C_{1}\right)-\left(C_{3}\right)$ in Theorem 3.1.
From the initial condition (4), we see that $x_{t_{0}}=\phi \in P C^{1} \subset P C, y_{t_{0}}=\phi^{\prime} \in P C$. That is

$$
u_{t_{0}}=\bar{\phi} \in P C\left[(-\infty, 0], \mathbb{R}^{2 n}\right] .
$$

Noting $\bar{z}>0, \bar{T} \geq 0$, it is easy to deduce

$$
\begin{cases}{[x(t)]^{+} \leq \frac{\|\phi\|_{\infty}}{\min _{i \in \mathcal{N}^{*}}\left\{\bar{z}_{i}\right\}} \bar{z}_{x} e^{-\sigma \int_{t_{0}}^{t} \beta(u) d u}+\bar{T}_{x},} & t \in\left(-\infty, t_{0}\right], \\ {[y(t)]^{+} \leq \frac{\left\|\phi^{\prime}\right\|_{\infty}}{\min _{i \in \mathcal{N}^{*}}\left\{\bar{z}_{i}\right\}} \bar{z}_{y} e^{-\sigma \int_{t_{0}}^{t} \beta(u) d u}+\bar{T}_{y},} & t \in\left(-\infty, t_{0}\right],\end{cases}
$$

which means

$$
\begin{equation*}
[u(t)]^{+} \leq \kappa \bar{z} e^{-\sigma \int_{t_{0}}^{t} \beta(u) d u}+\bar{T}, \quad t \in\left(-\infty, t_{0}\right] \tag{32}
\end{equation*}
$$

where $\kappa=\frac{\|\phi\|_{1 \infty}}{\min _{i \in \mathcal{N}^{*}}\left\{\bar{z}_{i}\right\}}=\frac{\|\bar{\phi}\|_{\infty}}{\min _{i \in \mathcal{N}^{*}}\left\{\bar{z}_{i}\right\}} \geq 0$.
Consequently, under condition (32), applying Theorem 3.1 to inequality (31) for $k=1$ gives

$$
[u(t)]^{+} \leq \kappa \bar{z} e^{-\sigma \int_{t_{0}}^{t} \beta(u) d u}+\bar{T}, \quad t \in\left[t_{0}, t_{1}\right) .
$$

Suppose that for any $m=1,2, \ldots, k$, we have

$$
\begin{equation*}
[u(t)]^{+} \leq \zeta_{0} \zeta_{1} \cdots \zeta_{m-1} \kappa \bar{z} e^{-\sigma \int_{t_{0}}^{t} \beta(u) d u}+\nu_{0} \nu_{1} \cdots \nu_{m-1} \bar{T}, \quad t \in\left[t_{m-1}, t_{m}\right) \tag{33}
\end{equation*}
$$

with $\zeta_{0}=\nu_{0}=1$.
For $t=t_{k}$, the third equation in (3) together with $\left(A_{3}\right)$ yields

$$
\left[x\left(t_{k}\right)\right]^{+}=\left[I_{k}\left(x\left(t_{k}^{-}\right)\right)\right]^{+} \leq R_{k}\left[x\left(t_{k}^{-}\right)\right]^{+} .
$$

We note that conditions (23) and (25) indicate $R_{k} \bar{z}_{x} \leq \zeta_{k} \bar{z}_{x}$ and $R_{k} \bar{T}_{x} \leq \nu_{k} \bar{T}_{x}$, respectively. Then from assumption (33) it suffices to obtain

$$
\begin{align*}
{\left[x\left(t_{k}\right)\right]^{+} } & \leq R_{k}\left[\zeta_{0} \zeta_{1} \cdots \zeta_{k-1} \kappa \bar{z}_{x} e^{-\sigma \int_{t_{0}}^{t_{k}} \beta(u) d u}+\nu_{0} \nu_{1} \cdots \nu_{k-1} \bar{T}_{x}\right] \\
& \leq \zeta_{0} \zeta_{1} \cdots \zeta_{k-1} \zeta_{k} \kappa \bar{z}_{x} e^{-\sigma \int_{t_{0}}^{t_{k}} \beta(u) d u}+\nu_{0} \nu_{1} \cdots \nu_{k-1} \nu_{k} \bar{T}_{x} \tag{34}
\end{align*}
$$

Meanwhile, the fourth equation in (3) together with $\left(A_{1}\right)$ implies that for all $i \in \mathcal{N}$

$$
\begin{aligned}
\left|y_{i}\left(t_{k}\right)\right|= & \left|y_{i}\left(t_{k}^{+}\right)\right|=\left|x_{i}^{\prime}\left(t_{k}^{+}\right)\right| \\
= & \beta\left(t_{k}\right) \mid-d_{i} x_{i}\left(t_{k}\right)+\sum_{j=1}^{n}\left(a_{i j} f_{i j}\left(x_{j}\left(t_{k}\right)\right)+b_{i j} g_{i j}\left(x_{j}\left(t_{k}-\tau_{i j}\left(t_{k}\right)\right)\right)\right. \\
& \left.+c_{i j} h_{i j}\left(y_{j}\left(t_{k}-r_{i j}\left(t_{k}\right)\right)\right)+\int_{-\infty}^{t_{k}} k_{i j}\left(t_{k}-s\right) p_{i j}\left(x_{j}(s)\right) d s\right)+l_{i}\left(t_{k}\right) \mid \\
\leq & \beta\left(t_{k}\right)\left[d_{i}\left|x_{i}\left(t_{k}\right)\right|+\sum_{j=1}^{n}\left(\left|a_{i j}\right| u_{i j}\left|x_{j}\left(t_{k}\right)\right|+\left|b_{i j}\right| v_{i j}\left|x_{j}\left(t_{k}-\tau_{i j}\left(t_{k}\right)\right)\right|\right.\right. \\
& \left.\left.+\left|c_{i j}\right| w_{i j}\left|y_{j}\left(t_{k}-r_{i j}\left(t_{k}\right)\right)\right|+\int_{-\infty}^{t_{k}}\left|k_{i j}\left(t_{k}-s\right)\right| \gamma_{i j}\left|x_{j}(s)\right| d s\right)+L_{i}\right] .
\end{aligned}
$$

Recalling $\zeta_{k} \geq 1, \nu_{k} \geq 1$ and noting assumption (33) and assertion (34), we have

$$
\begin{align*}
\left|y_{i}\left(t_{k}\right)\right| \leq & \beta\left(t_{k}\right)\left\{d_{i}\left(\zeta_{0} \cdots \zeta_{k} \kappa \bar{z}_{i} e^{-\sigma \int_{t_{0}}^{t_{k}} \beta(u) d u}+\nu_{0} \cdots \nu_{k} \bar{T}_{i}\right)\right. \\
& +\sum_{j=1}^{n}\left[\left|a_{i j}\right| u_{i j}\left(\zeta_{0} \cdots \zeta_{k} \kappa \bar{z}_{j} e^{-\sigma \int_{t_{0}}^{t_{k}} \beta(u) d u}+\nu_{0} \cdots \nu_{k} \bar{T}_{j}\right)\right. \\
& +\left|b_{i j}\right| v_{i j}\left(\zeta_{0} \cdots \zeta_{k} \kappa \bar{z}_{j} e^{-\sigma \int_{t_{0}}^{t_{k}} \beta(u) d u} e^{\sigma \hat{\beta} \tau}+\nu_{0} \cdots \nu_{k} \bar{T}_{j}\right) \\
& +\left|c_{i j}\right| w_{i j}\left(\zeta_{0} \cdots \zeta_{k} \kappa \bar{z}_{j+n} e^{-\sigma \int_{t_{0}} \beta(u) d u} e^{\sigma \hat{\beta} \tau}+\nu_{0} \cdots \nu_{k} \bar{T}_{j+n}\right) \\
& +\int_{0}^{+\infty}\left|k_{i j}(s)\right| \gamma_{i j}\left(\zeta_{0} \cdots \zeta_{k} \kappa \bar{z}_{j} e^{-\sigma \int_{t_{0}}} \beta \beta(u) d u\right. \\
\leq & \left.\left.\left.e^{\sigma \hat{\beta} s}+\nu_{0} \cdots \nu_{k} \bar{T}_{j}\right) d s\right]+L_{i}\right\} \\
& \beta\left(t_{k}\right)\left[\zeta _ { 0 } \cdots \zeta _ { k } \kappa e ^ { - \sigma \int _ { t _ { 0 } } ^ { t _ { k } } \beta ( u ) d u } \left(d_{i} \bar{z}_{i}+\sum_{j=1}^{n}\left|a_{i j}\right| u_{i j} \bar{z}_{j}+\sum_{j=1}^{n}\left|b_{i j}\right| v_{i j} \bar{z}_{j} e^{\sigma \hat{\beta} \tau}\right.\right. \\
& \left.+\sum_{j=1}^{n}\left|c_{i j}\right| w_{i j} \bar{z}_{j+n} e^{\sigma \hat{\beta} \tau}+\sum_{j=1}^{n} \int_{0}^{+\infty}\left|k_{i j}(s)\right| \gamma_{i j} \bar{z}_{j} e^{\sigma \hat{\beta} s} d s\right) \\
& +\nu_{0} \cdots \nu_{k}\left(d_{i} \bar{T}_{i}+\sum_{j=1}^{n}\left|a_{i j}\right| u_{i j} \bar{T}_{j}+\sum_{j=1}^{n}\left|b_{i j}\right| v_{i j} \bar{T}_{j}+\sum_{j=1}^{n}\left|c_{i j}\right| w_{i j} \bar{T}_{j+n}\right.  \tag{35}\\
& \left.\left.+\sum_{j=1}^{n} \int_{0}^{+\infty}\left|k_{i j}(s)\right| \gamma_{i j} \bar{T}_{j} d s\right)+L_{i}\right], i \in \mathcal{N} .
\end{align*}
$$

Together with conditions (21) and (22), we can easily verify inequality (35) has a compact vector form

$$
\begin{align*}
{\left[y\left(t_{k}\right)\right]^{+} \leq } & \beta\left(t_{k}\right) \zeta_{0} \cdots \zeta_{k} \kappa e^{-\sigma \int_{t_{0}}^{t_{k}} \beta(u) d u}\left[\left(D_{0}+[A \circ U]^{+}\right) \bar{z}_{x}+[B \circ V]^{+} e^{\sigma \hat{\beta} \tau} \bar{z}_{x}\right. \\
& \left.+[C \circ W]^{+} e^{\sigma \hat{\beta} \tau} \bar{z}_{y}+\int_{0}^{+\infty}[K(s) \circ \Gamma]^{+} e^{\sigma \hat{\beta} s} d s \bar{z}_{x}\right]+\beta\left(t_{k}\right) \nu_{0} \cdots \nu_{k} \\
& {\left[\left(D_{0}+[A \circ U]^{+}\right) \bar{T}_{x}+[B \circ V]^{+} \bar{T}_{x}+[C \circ W]^{+} \bar{T}_{y}\right.} \\
& \left.+\int_{0}^{+\infty}[K(s) \circ \Gamma]^{+} d s \bar{T}_{x}+\bar{L}_{y}\right] \tag{36}
\end{align*}
$$

On the other hand, from conditions (18)-(20), we have

$$
\begin{equation*}
\left(D_{0}+[A \circ U]^{+}\right) \bar{z}_{x}+[B \circ V]^{+} e^{\sigma \hat{\beta} \tau} \bar{z}_{x}+[C \circ W]^{+} e^{\sigma \hat{\beta} \tau} \bar{z}_{y}+\int_{0}^{+\infty}[K(s) \circ \Gamma]^{+} e^{\sigma \hat{\beta} s} d s \bar{z}_{x}<\frac{1}{\hat{\beta}} \bar{z}_{y} \tag{37}
\end{equation*}
$$

In addition, $\bar{T}=\bar{D}^{-1} \bar{L}$ is equivalent to $\bar{D} \bar{T}-\bar{L}=0$, which means $\left(\bar{P}+\bar{Q}+\int_{0}^{+\infty} \bar{K}(s) d s\right) \bar{T}+\bar{L}=0$.

In view of conditions (19) and (20), a simple calculation can give

$$
\begin{equation*}
\left(D_{0}+[A \circ U]^{+}\right) \bar{T}_{x}+[B \circ V]^{+} \bar{T}_{x}+[C \circ W]^{+} \bar{T}_{y}+\int_{0}^{+\infty}[K(s) \circ \Gamma]^{+} d s \bar{T}_{x}+\bar{L}_{y}=\frac{1}{\hat{\beta}} T_{y} . \tag{38}
\end{equation*}
$$

Substituting (37) and (38) into (36), we can deduce

$$
\begin{equation*}
\left[y\left(t_{k}\right)\right]^{+} \leq \zeta_{0} \cdots \zeta_{k} \kappa \bar{z}_{y} e^{-\sigma \int_{t_{0}}^{t_{k}} \beta(u) d u}+\nu_{0} \cdots \nu_{k} \bar{T}_{y} \tag{39}
\end{equation*}
$$

Combination of inequalities (34) and (39) gives

$$
\begin{equation*}
\left[u\left(t_{k}\right)\right]^{+} \leq \zeta_{0} \cdots \zeta_{k} \kappa \bar{z} e^{-\sigma \int_{t_{0}}^{t_{k}} \beta(u) d u}+\nu_{0} \cdots \nu_{k} \bar{T} \tag{40}
\end{equation*}
$$

Recalling $\zeta_{k} \geq 1, \nu_{k} \geq 1$, assumption (33) and assertion (40) show us

$$
\begin{equation*}
[u(t)]^{+} \leq \zeta_{0} \cdots \zeta_{k} \kappa \bar{z} e^{-\sigma \int_{t_{0}}^{t} \beta(u) d u}+\nu_{0} \cdots \nu_{k} \bar{T}, \quad t \in\left(-\infty, t_{k}\right] . \tag{41}
\end{equation*}
$$

Also, it is easy to follow from inequality (31) that

$$
\begin{equation*}
\bar{\Lambda} D^{+}[u(t)]^{+} \leq \beta(t)\left[\bar{P}[u(t)]^{+}+\bar{Q}[u(t)]_{\tau}^{+}+\int_{0}^{+\infty} \bar{K}(s)[u(t-s)]^{+} d s+\nu_{0} \cdots \nu_{k} \bar{L}\right] \tag{42}
\end{equation*}
$$

for all $t \in\left[t_{k}, t_{k+1}\right)$.
Under condition (41), applying Theorem 3.1 again to inequality (42) gives

$$
[u(t)]^{+} \leq \zeta_{0} \cdots \zeta_{k} \kappa \bar{z} e^{-\sigma \int_{t_{0}}^{t} \beta(u) d u}+\nu_{0} \cdots \nu_{k} \bar{T}, \quad t \in\left[t_{k}, t_{k+1}\right)
$$

Therefore, it follows from the mathematical induction that

$$
\begin{equation*}
[u(t)]^{+} \leq \zeta_{0} \cdots \zeta_{k-1} \kappa \bar{z} e^{-\sigma \int_{t_{0}}^{t} \beta(u) d u}+\nu_{0} \cdots \nu_{k-1} \bar{T}, \quad t \in\left[t_{k-1}, t_{k}\right), k \in \mathbb{Z}^{+} \tag{43}
\end{equation*}
$$

Conditions (24) and (26) imply $\zeta_{k} \leq e^{\zeta \int_{t_{k-1}}^{t_{k}} \beta(u) d u}$ and $\prod_{m=0}^{k} \nu_{m} \leq e^{\nu}$ for any $k \in \mathbb{Z}^{+}$, respectively. This together with (43) yields

$$
\begin{aligned}
{[u(t)]^{+} } & \leq e^{\zeta \int_{t_{0}}^{t_{1}} \beta(u) d u} \cdots e^{\zeta \int_{t_{k-2}}^{t_{k-1}} \beta(u) d u} \kappa \bar{z} e^{-\sigma \int_{t_{0}}^{t} \beta(u) d u}+e^{\nu} \bar{T} \\
& =\kappa \bar{z} e^{\zeta \int_{t_{0}}^{t_{k-1}} \beta(u) d u} e^{-\sigma \int_{t_{0}}^{t} \beta(u) d u}+e^{\nu} \bar{T} \\
& \leq \kappa \bar{z} e^{\zeta \int_{t_{0}}^{t} \beta(u) d u} e^{-\sigma \int_{t_{0}}^{t} \beta(u) d u}+e^{\nu} \bar{T} \\
& =\kappa \bar{z} e^{-(\sigma-\zeta) \int_{t_{0}}^{t} \beta(u) d u}+e^{\nu} \bar{T}, \quad t \in\left[t_{k-1}, t_{k}\right), k \in \mathbb{Z}^{+} .
\end{aligned}
$$

That is

$$
\begin{equation*}
[u(t)]^{+} \leq \kappa \bar{z} e^{-(\sigma-\zeta) \int_{t_{0}}^{t} \beta(u) d u}+e^{\nu} \bar{T}, \text { for all } t \geq t_{0} \tag{44}
\end{equation*}
$$

Finally, letting $t \rightarrow+\infty$ in both sides of (44), we derive

$$
\left.\begin{array}{rl}
\lim _{t \rightarrow+\infty}[u(t)]^{+} & \leq \kappa \bar{z}\left(\lim _{t \rightarrow+\infty} e^{-(\sigma-\zeta)} \int_{t_{0}}^{t} \beta(u) d u\right.
\end{array}\right)+e^{\nu} \bar{T} \bar{x}+e^{\nu} \bar{T} .
$$

We complete the proof.
Theorem 4.2. Assume $\left(A_{1}\right)-\left(A_{3}\right)$ with $R_{k} \leq I$ hold. Then

$$
\mathcal{A}=\left\{\bar{\phi} \in P C\left[(-\infty, 0], \mathbb{R}^{2 n}\right] \mid[\bar{\phi}]_{\infty}^{+} \leq \bar{T}\right\}
$$

is a positive invariant set and also a global attracting set of (3).
Proof. By the proof similar to Theorem 4.1, we conclude the key inequality (31) holds. For any initial condition $u_{t_{0}}=\bar{\phi} \in \mathcal{A}$, we see that

$$
[u(t)]^{+} \leq \bar{T}, \quad t \in\left(-\infty, t_{0}\right]
$$

Under this initial condition, applying Theorem 3.1 with $\kappa=0$ to (31) for $k=1$ leads to

$$
[u(t)]^{+} \leq \bar{T}, \quad t \in\left[t_{0}, t_{1}\right)
$$

For $t=t_{1}, R_{k} \leq I$ and assumption $\left(A_{3}\right)$ yields

$$
\left[x\left(t_{1}\right)\right]^{+}=\left[I_{1}\left(x\left(t_{1}^{-}\right)\right)\right]^{+} \leq R_{1}\left[x\left(t_{1}^{-}\right)\right]^{+} \leq\left[x\left(t_{1}^{-}\right)\right]^{+} \leq \bar{T}_{x} .
$$

Also, the argument similar to (36), (38) gives

$$
\begin{aligned}
{\left[y\left(t_{1}\right)\right]^{+} \leq } & \beta\left(t_{1}\right)\left[\left(D_{0}+[A \circ U]^{+}\right) \bar{T}_{x}+[B \circ V]^{+} \bar{T}_{x}\right. \\
& \left.+[C \circ W]^{+} \bar{T}_{y}+\int_{0}^{+\infty}[K(s) \circ \Gamma]^{+} d s \bar{T}_{x}+\bar{L}_{y}\right] \\
\leq & \bar{T}_{y}
\end{aligned}
$$

The above two inequalities means

$$
\left[u\left(t_{1}\right)\right]^{+} \leq \bar{T}
$$

Thus, we obtain

$$
[u(t)]^{+} \leq \bar{T}, \quad t \in\left(-\infty, t_{1}\right]
$$

Clearly, applying Theorem 3.1 with $\kappa=0$ to the basic inequality (31) for $k=2$ leads to

$$
[u(t)]^{+} \leq \bar{T}, \quad t \in\left[t_{1}, t_{2}\right)
$$

Repeating this procedure and by the mathematical induction, we have

$$
[u(t)]^{+} \leq \bar{T}, \quad t \in\left[t_{k-1}, t_{k}\right), k \in \mathbb{Z}^{+}
$$

Hence, $\mathcal{A}$ is a positive invariant set of (3).
On the other hand, if $R_{k} \leq I$, then there must be $\zeta_{k}=\nu_{k}=1$ for $k \in \mathbb{Z}^{+}$and $\zeta=\nu=0$ satisfying assumptions $\left(A_{4}\right)$ and $\left(A_{5}\right)$. It follows from Theorem 4.1 that $\mathcal{A}$ is also a global attracting set of (3).
Remark 4.1. Based on the novel non-autonomous singular delay integro-differential inequality
established in Section 3, we investigate the global attracting set and positive invariant set for (3), which have not been considered in [21, 24]. Particularly, if $L_{i}=0$ for $i \in \mathcal{N}$, then $\left(A_{1}\right)$ and $\left(A_{3}\right)$ ensure $u^{*}=0$ is an equilibrium solution of (3). Furthermore, we have $\bar{T}=\bar{D}^{-1} \bar{L}=0$, which indicates assumption $\left(A_{5}\right)$ holds and $\mathcal{B}=\{0\}$. In this case, the present Theorem 4.1 shows the following asymptotical stability criterion, which includes Theorem 4.1 in [21] and Theorem 3.2 in [24] as its special cases.
Corollary 4.1. Assume that $\left(A_{1}\right)-\left(A_{4}\right)$ with $L_{i}=0$ hold for $i \in \mathcal{N}$. Then the zero solution of (3) is globally asymptotically stable in $P C\left[(-\infty, 0], \mathbb{R}^{2 n}\right]$. In addition, if $\beta(t) \geq \check{\beta}>0$, then the zero solution of (3) is globally exponentially stable and the exponential convergence rate is not smaller than $(\sigma-\zeta) \beta$.

From Remark 2.2, we obtain the following criteria on the global attracting set, positive invariant set and stability for (1).
Theorem 4.3. Assume that $\left(A_{1}\right)-\left(A_{5}\right)$ hold. Then

$$
\mathcal{B}^{\prime}=\left\{\phi \in P C^{1} \mid[\phi]_{\infty}^{+} \leq e^{\nu} \bar{T}_{x},\left[\phi^{\prime}\right]_{\infty}^{+} \leq e^{\nu} \bar{T}_{y}\right\}
$$

is a global attracting set of (1).
Theorem 4.4. Assume that $\left(A_{1}\right)-\left(A_{3}\right)$ with $R_{k} \leq I$ hold. Then

$$
\mathcal{A}^{\prime}=\left\{\phi \in P C^{1} \mid[\phi]_{\infty}^{+} \leq \bar{T}_{x},\left[\phi^{\prime}\right]_{\infty}^{+} \leq \bar{T}_{y}\right\}
$$

is a positive invariant set and also a global attracting set of (1).
Corollary 4.2. Assume that $\left(A_{1}\right)-\left(A_{4}\right)$ with $L_{i}=0$ hold for $i \in \mathcal{N}$. Then the zero solution of (1) is globally asymptotically stable in $P C^{1}$. In addition, if $\beta(t) \geq \check{\beta}>0$, then the zero solution of (1) is globally exponentially stable and the exponential convergence rate is not smaller than $(\sigma-\zeta) \mathscr{\beta}$.
Remark 4.2. Particularly, if $\beta(s) \equiv 1, p_{i j}(s) \equiv 0$ and $k_{i j}(s) \equiv 0$ for all $s \in \mathbb{R}$ and $i, j \in \mathcal{N}$, then Corollary 4.2 reduces to Theorem 4.2 in [21]. If $\beta(s) \equiv 1, f_{i j}(s) \equiv 0, v_{i j}=v_{j}, w_{i j}=w_{j}, \gamma_{i j}=\gamma_{j}$ for all $s \in \mathbb{R}$ and $i, j \in \mathcal{N}$, then Corollary 4.2 reduces to Theorem 3.3 in [24].
Remark 4.3. Corollary 4.2 provides a novel criterion on exponential stability for (1) without requiring the differentiability of delay function $\tau_{i j}$ and the monotonicity of $f_{i j}, g_{i j}$ for all $i, j \in \mathcal{N}$, which were required in [22]. Therefore, our method is applicable to a wider range.

## 5 Illustrative Example

Example. Consider non-autonomous impulsive neutral integro-differential equation with delays

$$
\left\{\begin{align*}
x_{1}^{\prime}(t)= & \left(\frac{6}{7}+\frac{1}{7}|\cos (t)|\right)\left[-7 x_{1}(t)+\sin \left(x_{1}(t)\right) x_{1}\left(t-\tau_{11}(t)\right)-\frac{1}{4}\left|x_{2}^{\prime}\left(t-r_{12}(t)\right)\right|\right.  \tag{45}\\
& \left.-\int_{-\infty}^{t} e^{-(t-s)} x_{1}(s) d s+l_{1}(t)\right], \quad t \neq t_{k} \\
x_{2}^{\prime}(t)= & \left(\frac{6}{7}+\frac{1}{7}|\cos (t)|\right)\left[-6 x_{2}(t)-\left|x_{2}\left(t-\tau_{21}(t)\right)\right|+\frac{1}{4} \cos \left(x_{2}(t)\right)\left|x_{1}^{\prime}\left(t-r_{21}(t)\right)\right|\right. \\
& \left.-\int_{-\infty}^{t} e^{-2(t-s)} x_{2}(s) d s+l_{2}(t)\right], \quad t \neq t_{k}
\end{align*}\right.
$$

with impulsive perturbations

$$
\left\{\begin{array}{l}
x_{1}\left(t_{k}\right)=\alpha_{1 k} x_{1}\left(t_{k}^{-}\right)-\beta_{1 k} x_{2}\left(t_{k}^{-}\right)  \tag{46}\\
x_{2}\left(t_{k}\right)=\beta_{2 k} x_{1}\left(t_{k}^{-}\right)+\alpha_{2 k} x_{2}\left(t_{k}^{-}\right)
\end{array}\right.
$$

where $\alpha_{i k}$ and $\beta_{i k}$ are nonnegative constants, $\tau_{i j}(t)=r_{i j}(t)=|\sin (t)| \leq 1=\tau$ for $i, j=1,2$, the impulsive moments $t_{k}\left(k \in \mathbb{Z}^{+}\right)$satisfy: $t_{0}=0<t_{1}<t_{2}<\ldots$ and $\lim _{k \rightarrow+\infty} t_{k}=+\infty$.

Clearly,

$$
K(s)=\left(k_{i j}(s)\right)_{2 \times 2} \text { with } k_{11}(s)=e^{-s}, k_{22}(s)=e^{-2 s}, k_{12}(s)=k_{21}(s)=0 .
$$

Let $\sigma_{0}=0.5$ such that $k_{i j} \in L\left(\sigma_{0}\right)$ for $i, j=1,2$.
Denote $\hat{\beta}=1 \geq \beta(t)=\frac{6}{7}+\frac{1}{7}|\cos (t)|$. The parameters of assumptions $\left(A_{1}\right)-\left(A_{3}\right)$ are as follows

$$
\begin{gathered}
D_{0}=\left(\begin{array}{cc}
7 & 0 \\
0 & 6
\end{array}\right), \quad[A \circ U]^{+}=\left(\begin{array}{cc}
0 & 0 \\
0 & 0
\end{array}\right), \quad[B \circ V]^{+}=\left(\begin{array}{cc}
1 & 0 \\
0 & 1
\end{array}\right), \\
{[C \circ W]^{+}=\left(\begin{array}{cc}
0 & \frac{1}{4} \\
\frac{1}{4} & 0
\end{array}\right), \quad I=\left(\begin{array}{cc}
1 & 0 \\
0 & 1
\end{array}\right), \quad R_{k}=\left(\begin{array}{cc}
\alpha_{1 k} & \beta_{1 k} \\
\beta_{2 k} & \alpha_{2 k}
\end{array}\right),} \\
{[K(s) \circ \Gamma]^{+}=\left(\begin{array}{cc}
e^{-s} & 0 \\
0 & e^{-2 s}
\end{array}\right), \quad \int_{0}^{+\infty}[K(s) \circ \Gamma]^{+} d s=\left(\begin{array}{cc}
1 & 0 \\
0 & \frac{1}{2}
\end{array}\right),}
\end{gathered}
$$

and

$$
\bar{P}=\left(\begin{array}{cccc}
-7 & 0 & 0 & 0 \\
0 & -6 & 0 & 0 \\
7 & 0 & -1 & 0 \\
0 & 6 & 0 & -1
\end{array}\right), \bar{Q}=\left(\begin{array}{cccc}
1 & 0 & 0 & \frac{1}{4} \\
0 & 1 & \frac{1}{4} & 0 \\
1 & 0 & 0 & \frac{1}{4} \\
0 & 1 & \frac{1}{4} & 0
\end{array}\right), \int_{0}^{+\infty} \bar{K}(s) d s=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & \frac{1}{2} & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & \frac{1}{2} & 0 & 0
\end{array}\right) .
$$

A simple calculation by Matlab shows

$$
\bar{D}=-\left(\bar{P}+\bar{Q}+\int_{0}^{+\infty} \bar{K}(s) d s\right)=\left(\begin{array}{cccc}
5 & 0 & 0 & -\frac{1}{4} \\
0 & \frac{9}{2} & -\frac{1}{4} & 0 \\
-9 & 0 & 1 & -\frac{1}{4} \\
0 & -\frac{15}{2} & -\frac{1}{4} & 1
\end{array}\right)
$$

is an $\mathcal{M}$-matrix. By Lemma 2.1,

$$
\Omega_{\mathcal{M}}(\bar{D})=\left\{\left(z_{1}, z_{2}, z_{3}, z_{4}\right)^{\mathrm{T}}>0 \left\lvert\, \frac{15}{2} z_{2}+\frac{1}{4} z_{3}<z_{4}<20 z_{1}\right., 9 z_{1}+\frac{1}{4} z_{4}<z_{3}<18 z_{2}\right\}
$$

is a nonempty cone without conical surface. It is easy to check that there exist $\bar{z}=(1,1,13,12)^{\mathrm{T}} \in$ $\Omega_{\mathcal{M}}(\bar{D})$ and $\sigma=0.15>0$ satisfying (18). Hence, assumptions $\left(A_{1}\right)-\left(A_{3}\right)$ hold.
Case 1. If $l_{1}(t)=\cos (5 t), l_{2}(t)=\sin (4 t), t_{k}-t_{k-1}=2 k$ and

$$
R_{k}=\left(\begin{array}{cc}
e^{\frac{1}{4^{k}}} & 0 \\
\frac{1}{4} e^{\frac{1}{4^{k}}} & \frac{3}{4} e^{\frac{1}{4^{k}}}
\end{array}\right),
$$

then there is $\bar{L}_{x}=\bar{L}_{y}=\left(L_{1}, L_{2}\right)^{\mathrm{T}}=(1,1)^{\mathrm{T}}$ satisfying $\left|l_{1}(t)\right| \leq L_{1},\left|l_{2}(t)\right| \leq L_{2}$ and

$$
\bar{T}=\bar{D}^{-1} \bar{L}=(0.6250,0.7083,8.75,8.5)^{\mathrm{T}},
$$

which implies $\bar{T}_{x}=(0.6250,0.7083)^{\mathrm{T}}, \bar{T}_{y}=(8.75,8.5)^{\mathrm{T}}$.
Let $\zeta_{k}=\nu_{k}=e^{\frac{1}{4 k}}$ for $k \in \mathbb{Z}^{+}, \zeta=\frac{7}{48}$ and $\nu=\frac{1}{3}$. It is easy to verify assumptions $\left(A_{4}\right)$ and $\left(A_{5}\right)$ hold. Thus, by Theorem 4.3,

$$
\mathcal{B}^{\prime}=\left\{\phi \in P C^{1} \left\lvert\,[\phi]_{\infty}^{+} \leq\left(0.6250 e^{\frac{1}{3}}, 0.7083 e^{\frac{1}{3}}\right)^{\mathrm{T}}\right.,\left[\phi^{\prime}\right]_{\infty}^{+} \leq\left(8.75 e^{\frac{1}{3}}, 8.5 e^{\frac{1}{3}}\right)^{\mathrm{T}}\right\}
$$

is a global attracting set of (45) and (46). Fig. 1 shows the simulation result of dynamical behaviors for Case 1.
Remark 5.1. The results in $[26,27]$ can not be applied to determine the global attracting set for Case 1 because of the neutral term and integral term. The method proposed in [28] is also invalid


Figure 1: Simulation for Case 1
for Case 1 due to the impulsive perturbations.
Case 2. Consider $l_{1}(t)=l_{2}(t) \equiv 0$ for $t \in \mathbb{R}, t_{k}-t_{k-1}=0.5 k$ and

$$
R_{k}=\left(\begin{array}{cc}
0 & e^{0.06 k} \\
e^{0.06 k} & 0
\end{array}\right)
$$

for $k \in \mathbb{Z}^{+}$.
Obviously, $L_{i}=0$ for $i=1,2$. Let $\zeta_{k}=e^{0.06 k}$ for $k \in \mathbb{Z}^{+}, \zeta=0.14$ and $\check{\beta}=\frac{6}{7}$. A simple calculation implies assumption $\left(A_{4}\right)$ is satisfied. By Corollary 4.2, the zero solution of (45) and (46) is globally exponentially stable. The simulation result is shown in Fig. 2.


Figure 2: Simulation for Case 2

## 6 Conclusions

This paper is concerned with the asymptotic behaviors of solutions of a non-autonomous impulsive neutral integro-differential equation with time-varying delays. A novel non-autonomous singular delay integro-differential inequality plays the crucial role in deriving sufficient criteria on the invariant set, global attracting set and exponential stability. The Example illustrates the efficiency of our results. Future work may focus on non-autonomous impulsive stochastic neutral differential equations.

## Acknowledgements

The author would like to thank Professor Jeffrey Webb and anonymous reviewers for their constructive suggestions and helpful comments. This work was supported by the National Nature Foundation of China under Grants 10971147, 60974132, 10971240 and the Natural Science Foundation Project of CQ CSTC 2011jjA00012.

## References

[1] K. Gopalsamy, Stability and Oscillations in Delay Differential Equations of Population Dynamics, Kluwer Academic Publishers, Dordrecht, 1992.
[2] V.B. Kolmanovskii, A. Myshkis, Applied Theory of Functional Differential Equations, Kluwer Academic Publishers, Dordrecht, 1992.
[3] A.P. Tchangani, M. Dambrine, J.P. Richard, et al., Stability of nonlinear differential equations with distributed delay, Nonlinear Anal. 34 (1998) 1081-1095.
[4] J.Y. Zhang, X.S. Jin, Global stability analysis in delayed Hopfield neural networks models, Neural Netw. 13 (2000) 745-753.
[5] Q. Zhang, X.P. Wei, J. Xu, Global exponential stability of Hopfield neural networks with continuously distributed delays, Phys. Lett. A 315 (2003) 431-436.
[6] X.F. Liao, K.W. Wong, C.G. Li, Global exponential stability for a class of generalized neural networks with distributed delays, Nonlinear Anal. RWA 5 (2004) 527-547.
[7] H.Y. Zhao, Global asymptotic stability of Hopfield neural network involving distributed delays, Neural Netw. 17 (2004) 47-53.
[8] X.F. Liao, Q. Liu, W. Zhang, Delay-dependent asymptotic stability for neural networks with distributed delays, Nonlinear Anal. RWA 7 (2006) 1178-1192.
[9] H.F. Yang, T.G. Chu, LMI conditions for stability of neural networks with distributed delays, Chaos, Solitons and Fractals 34 (2007) 557-563.
[10] J. Zhu, X.L. Fan, S.Q. Zhang, Fixed points of increasing operators and solutions of nonlinear impulsive integro-differential equations in Banach space, Nonlinear Anal. 42 (2000) 599-611.
[11] M.U. Akhmetov, A. Zafer, R.D. Sejilova, The control of boundary value problems for quasilinear impulsive integro-differential equations, Nonlinear Anal. 48 (2002) 271-286.
[12] D.J. Guo, Multiple positive solutions for first order nonlinear impulsive integro-differential equations in a Banach space, Appl. Math. Comput. 143 (2003) 233-249.
[13] J.L. Li, J.H. Shen, Periodic boundary value problems for impulsive integro-differential equations of mixed type, Appl. Math. Comput. 183 (2006) 890-902.
[14] W.X. Wang, L.L. Zhang, Z.D. Liang, Initial value problems for nonlinear impulsive integrodifferential equations in Banach space, J. Math. Anal. Appl. 320 (2006) 510-527.
[15] Z.G. Luo, J.H. Shen, Stability results for impulsive functional differential equations with infinite delays, J. Comput. Appl. Math. 131 (2001) 55-64.
[16] Y. Zhang, J.T. Sun, Stability of impulsive neural networks with time delays, Phys. Lett. A 348 (2005) 44-50.
[17] X.Z. Liu, X.M. Shen, Y. Zhang, A comparison principle and stability for large-scale impulsive delay differential systems, ANZIAM J. 47 (2005) 203-235.
[18] J.J. Nieto, R. Rodriguez-Lopez, New comparison results for impulsive integro-differential equations and applications, J. Math. Anal. Appl. 328 (2007) 1343-368.
[19] P.G. Wang, H.R. Lian, On the stability in terms of two measures for perturbed impulsive integro-differential equations, J. Math. Anal. Appl. 313 (2006) 642-653.
[20] D.Y. Xu, W. Zhu, S.J. Long, Global exponential stability of impulsive integro-differential equation, Nonliear Anal. 64 (2006) 2805-2816.
[21] D.Y. Xu, Z.G. Yang, Z.C. Yang, Exponential stability of nonlinear impulsive neutral differential equations with delays, Nonlinear Anal. 67 (2007) 1426-1439.
[22] R. Rakkiyappan, P. Balasubramaniam, J.D. Cao, Global exponential stability results for neutral-type impulsive neural networks, Nonlinear Anal. RWA 11 (2010) 122-130.
[23] R. Samidurai, S. Marshal Anthoni, K. Balachandran, Global exponential stability of neutraltype impulsive neural networks with discrete and distributed delays, Nonlinear Anal. HS 4 (2010) 103-112.
[24] L.G. Xu, D.Y. Xu, Exponential stability of nonlinear impulsive neutral integro-differential equations, Nonlinear Anal. 69 (2008) 2910-2923.
[25] H.Y. Zhao, Invariant set and attractor of nonautonomous functional differential systems, J. Math. Anal. Appl. 282 (2003) 437-443.
[26] X.L. Fu, X.D. Li, Global exponential stability and global attractivity of impulsive Hopfield neural networks with time delays, J. Comput. Appl. Math. 231 (2009) 187-199.
[27] D.Y. Xu, Z.C. Yang, Attracting and invariant sets for a class of impulsive functional differential equations, J. Math. Anal. Appl. 329 (2007) 1036-1044.
[28] L.P. Wen, W.S. Wang, Y.X. Yu, Dissipativity of $\theta$-methods for a class of nonlinear neutral delay differential equations, Appl. Math. Comput. 202 (2008) 780-786.
[29] R.A. Horn, C.R. Johnson, Topics in Matrix Analysis, vol. 2, Cambridge University Press, England, 1991.
(Received March 23, 2012)


[^0]:    *Corresponding Author. Tel: +86 13258375852. Email: libingcnjy@163.com.

