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1 Introduction

The smoothness of the topological equivalence or topological conjugacy is a classical topic
on autonomous dynamical systems and we refer the reader to [16] for an overview on the
latest advances. Nevertheless, the nonautonomous case is considerably less developed than
the autonomous one; and the first results go back to the last decade. In this note, we will
continue this study in the nonautonomous case.

More specifically, we obtain sufficient conditions ensuring the differentiability of the topo-
logical equivalence for certain families of nonautonomous systems

x=F(tx) foranyte ], (1.1)

and
y=F(ty) foranyte], (1.2)

where | C R is an upperly unbounded interval while the functions F;: | x R" — IR" are such
that the existence and uniqueness of the solutions on | is ensured. In addition, the solutions
of (1.1) and (1.2) passing through xp and yp at t = T € ] will be denoted respectively by
t— x(t,7,x0) and t — y(t, T,yo).
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The above systems are J-topologically equivalent when there exists a family of homeomor-
phisms parametrized by | mapping solutions of a system into solutions of the other one and
viceversa; this property is described formally as follows:

Definition 1.1 ([21]). The systems (1.1) and (1.2) are J-topologically equivalent if there exists
a function H: | x R" — IR” such that:

i) For any fixed T € |, xo — H(x0) := H(7, x9) is a homeomorphism of R”, whose inverse
is denoted by yo — G:(yo) := G(T,Y0)-

ii) If + — x(t,7,x0) is a solution of (1.1) then t — H(t, x(t,7,xp)) is a solution of (1.2).
Similarly, if t — y(t, T, yo) is a solution of (1.2), then t — G(t,y(t, T, o)) is a solution of
(1.1). That is, for any t, T € ] it follows:

{H(t,x(t, 7,x0)) = y(t, T, H(T, x0))

(1.3)
G(ty(t,T,y0)) = x(t, T, G(T,%0))-

iii) For any fixed T € J, it is verified that the norms

[H (T, x0)[| = +eoand  [|G(T, yo)[| = +o0 as [|xo]l, [|yoll = +eo.

Altough there is not a universally accepted definition of topological equivalence, the state-
ments i) and ii) hold consistently in the specialized literature, while the asymptotic property
iii) can be replaced by other types of conditions; see e.g. [18, p. 12], [19, p. 357] and [21] for
details.

In the nonautonomous framework, the problem of search sufficient conditions ensuring the
differentiability properties of a topological equivalence is relatively recent. In addition, there
are diverse approaches to construct the homeomorphisms stated in Definition 1.1. Having this
in mind, in Section 2 we describe the two main strategies: the use of the Green’s function and
the crossing time function.

The rest of the article is organized as follows: Sections 3 and 4 focus on deducting the
differentiability for the R-topological equivalence between uniformly asymptotically stable
systems (1.1)—(1.2), obtained by F. Lin [14] and K. J. Palmer [18] by using a crossing time appro-
ach. Section 5 addresses the higher order differentiability. Section 6 provides an additional
result and compares it with the current literature.

Last but not least, we point out that, to the best of our knowledge, there are no smoothness
results for the crossing time approach in the nonautonomous context, which is the main
novelty and contribution of this article.

2 The topological equivalence problem

The topological equivalence problem can be understood as the research of sufficient conditions
on the vector fields F; with i = 1,2 such that (1.1) and (1.2) are J-topologically equivalent. In
this article, we will distinguish some approaches carried out to cope with this problem: the
Green’s function approach and the crossing time approach. Nevertheless, it is important to
emphasize that this distinction is not exhaustive.

From now on, the symbol | - || denotes either the euclidean vector norm or its induced
matrix norm. The particular context of its appearance will indicate what its meaning is. In
addition, u = o(v) is the classical Landau’s little-o notation.
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2.1 The Green’s function approach

The topological equivalence problem is studied for the particular case of systems (1.1)—(1.2),
described by the linear system

x=A(t)x foranyt €], (2.1)
and a family of quasilinear perturbations, such as:

y=A(t)y+ f(t,y) foranyte ], (2.2)

which is to say Fi(t,x) = A(t)x and Fx(t,y) = A(t)y + f(t,y) with ] = R or | = [0, +00).
A pivotal assumption of this approach is that (2.1) has a dichotomy property on J, which is
defined as follows:

Definition 2.1. The system (2.1) has a dichotomy on ] if there exist a projector t — P(t) €
M, (R), positive constants K,« and two functions i, p: ] — [1,4+00) continuous, increasing
and verifying u = o(h*) such that any fundamental matrix ¢ — ®(t) of (2.1) verifies:

P(t)®(t,s) = ®(t,s)P(s) foranyt,se ]

and
|@(t,5)P(s)] < Kpu(ls]) (12) " foranyt>swithts e J,
1D (t,5)Q(s)|| < Kpu(s]) (%)_ for any s > t with ,5 € J,
where ®(t,s) := ®(t)®!(s) and Q(t) = I — P(t).

Note that any nontrivial solution t — x(t, T, x9) = ®(t, T)xo of (2.1) can be splitted as

x(t,T,x0) = ®(t, T)P(T)x0 + D(t, T)Q(T)x0,

=x7t(t,T,x0) =x—(t,T,x0)

where t — xT(t,T,x0) := x*(t) and t — x~ (¢, T, x0) := x~ (¢) verify

=0l < Kip@mlp(e) (1) ana (a0 ) 190l < ey,

forany t > 7.

The above mentioned properties of j,h and a allow to deduce that x*(t) is a forward
contraction and x~(t) is a forward expansion. This splitting and its dichotomic asymptotic
behavior motivate the use of the name dichotomy.

There exist several kinds of dichotomies describing the contractions and expansions at a
specific rate; we refer the reader to the Table 1 from [23] and references therein for a detailed
description.

The Green’s function associated to the above mentioned dichotomy property is

) ®(t,s5)P(s) ift >s,
git.s) = {—cp(t,s)Q(s) ift<s,

and allows an explicit construction of the homeomorphisms H; and their inverses G; men-
tioned on Definition 1.1.
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The first homeomorphism was established by K. J. Palmer [17], which was constructed
under the following assumptions: (2.1) has an exponential dichotomy on R, namely h(t) = ¢!
and p(t) = 1, the function f is uniformly bounded on R x R" and x + f(t, x) is uniformly
Lipschitz with respect to .

The first improvement of Palmer’s result was done by J. Shi and K. Xiong in [21], who
demonstrated that the maps ¢ — H;({) and ¢ — G;(¢) are uniformly continuous with respect
to t.

There exist a vast corpus of literature devoted to the topological equivalence problem by
following this approach. In general, the problem is addressed by considering dichotomies
more general than the exponential one; and, at the same time, imposing more restrictive
assumptions on the perturbation f. In this context, we highlight the work of L. Barreira and
C. Valls [2], which assumes that (2.1) has a nonuniform exponential dichotomy on R, that is,
h(t) = e! and pu(t) = efl*l. We refer the reader again to the Table 1 from [23] and [19] for more
results.

2.2 The crossing time approach

In the work [18] of K. J. Palmer, the topological equivalence problem is considered for systems
(1.1)=(1.2), where the maps Fi: R x R" — R" and F,: R x R" — RR" satisfy the following
properties:

(P1) The origin is an equilibrium for any ¢ € R, that is

Fi(t,0) = F(t,0) =0 foranyt € R,

(P2) There exists L > 0 such that, given any t € R and x, ¥ € R",

IF1(t, x) = Fu(, %) < Lllx = x| and [[F2(t, x) — Ba(t, X)|| < Ljx — %]

(P3) There exists a continuous function V: R x R"” — R and positive constants C;, C; and B
such that

Ci|x||P < V(t,x) < Co||x||? foranyt € Rand x € R".

(P4) There exists 77 > 0 such that any solution t — ¢(t) either of (1.1) or (1.2) verifies

DV (t,¢(1)) = timing VP VRG] iy
—0*

A consequence of (P3) and (P4) is that V is a Lyapunov function for the systems (1.1)
and (1.2). Then, classical results of Lyapunov’s stability [13, Theorem 4.9], [20, Chapter 1]
imply that the origin is a globally uniformly asymptotically stable equilibrium of (1.1) and
(1.2), which also implies the existence and uniqueness of the crossing times T := T(7, xo) and
S := S(7,y0), namely, the unique times such that

V(T,x(T,t,x0)) = V(S,y(S,T,y0)) = 1. (2.3)

We now state the following result obtained by K. J. Palmer in [18, Lemma]:
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Proposition 2.2. If the systems (1.1) and (1.2) verify (P1)-(P4), then, (1.1) and (1.2) are R-topologi-
cally equivalent with H and G defined by:

H(T, xO) _ {y(T/ T<T/ XO),X(T(T, xO)r T, X())) X0 # 0/ (24)
0 xo =0,
and
Gt y0) = {x(r,s<r,yo>,y<s<r,yo>,r,yo>> wo #0, 25)
0 Yo = 0.

From now on, for each T € IR, the maps H; and G, will be called as the Palmer’s homeo-
morphism.

A strong assumption of Palmer’s result is that (1.1) and (1.2) must have the same Ly-
paunov’s function; a particular example of this result is studied by F. Lin [14], which considers
the linear diagonal system

X = —gx, (2.6)
and also the quasilinear system
y=Cy+ By +g(ty), 2.7)

such that x,y € R", § > 0 while the functions C: R — M,(R), B: R — M,(R) and g: R x
R" — R" are continuous and also verify:

(L1) The function ¢ — C(t) = {CZ-]-(t‘)}gj:1 is bounded in R and C(t) is a diagonal matrix with
cii(t) < —d forany t € R,
(L2) For any t € R, it follows that || B(t)|| < &,

(L3) For any t € R and any couple y, 7 € R”, it is satisfied that

. ) .
lgt,y) —gt, P < lly—7ll and g(t,0) = 0.

A careful reading of [14, Proposition 7, p. 41] allows us to deduce that a consequence
of (L1)—(L3) is that the systems (2.6) and (2.7) have the same Lyapunov function and, conse-
quently, the origin is a uniformly asymptotically stable equilibrium, emulating the properties
(P3) and (P4) considered by Palmer.

The following result is obtained by F. Lin in [14, Lemma 1]:

Proposition 2.3. If the systems (2.6)—(2.7) verify (L1)-(L3), then, (2.6)—(2.7) are R-topologically
equivalent with H and G defined by:

T(7, %), e 2(T(Tx0)=7) 0,
H(t, x9) = y (T (T, x0),€2 xo) X0 # 28)
0 Xo = 0/
and :
S(T,10), T, yo)e— 2 (T=S(Two)) 0,
Gt y0) = {y< (T 30), 7, yo)e 3 yo # 29)
0 Yo = 0,
where T := T(t,x0) and S := S(7T,yo) are the unique times such that the euclidean norm of its
solutions verify
Ix(T(z, x0), 7, x0) I = [ly(S(T, o), T, yo) |* = 1. (2.10)
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From now on, for each T € R, the maps H; and G will be called as the Lin’s homeomor-
phism.

Remark 2.4. If xy # 0 and yy # 0, the identity x(¢,fg, x9) = e~ 3(t=h) x implies that H(t, xo)
and G(t,yo) have the alternative characterizations:

H(T/ XQ) = y(T/ T(T, xO)/ X(T(T, JCQ), T, Xo)),

and
G(T,y0) = x(7, 5(7,40),y(S(T, 0), T, v0)),
which coincide with (2.4)—(2.5) and also implies the identities

y(T(7,x0), T, H(7, %0)) = x(T (7, %0), T, X0),

and
x(S(t,¥0), T, G(T,%0)) = y(S(T,¥0), T, Yo)-

It is important to emphasize that the literature devoted to the crossing time based homeo-
morphisms is considerably less developed in comparison with the Green’s function approach.
In fact, while the topological linearization via the Green’s function has become an interesting
topic in itself, the linearization via crossing time has been used as a technical step inside more
general results. For example, in [18] the crossing time is used to relate topological equivalence
with exponential dichotomy; furthermore, in [14] is a tool employed to obtain a topological
equivalence result for a more general family of systems that can be reduced to (2.6)—(2.7).

2.3 The smoothness of the topological equivalence and the main novelty of this
work

While the topological equivalence problem goes back to the 70’s, the study of the differen-
tiability properties of the homeomorphisms H; and G; of Definition 1.1 started in the 2010’s
decade and, obviously, is considerably less studied.

The first results on the smoothness of the maps H; and G; were based on the Green’s
function approach and were obtained for the contractive case in [4-7], while the contrac-
tive/expansive case is treated later in [11] under strong assumptions on the quasilinear per-
turbation.

It is important to stress that less restrictive smoothness results have recently been obtained
in the contractive/expansive case by Cuong et al. and Dragicevi¢ et al. both cases are inspired
by the ideas developed by Sternberg’s, and considering resonance conditions described in
terms of the spectra associated to the uniform exponential dichotomy [8] and the nonuniform
exponential dichotomy [9,10]. In this context, we also highlight the noticeable contributions
of Backes & Dragicevi¢ in [1], Barreira & Valls in [3] and Lu et al. in [15].

Surprisingly, and to the best of our knowledge; there are no studies about the smoothness
properties of homeomorphisms H; and G; when considering the crossing time approach and
this work can be seen as a contribution on this subject.

3 Smoothness of Lin’s homeomorphism

Throughout this section, we will assume that the conditions (L1)-(L3) of the Proposition 2.3
are verified and, in consequence, the systems (2.6) and (2.7) are R-topologically equivalent
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with maps H and G described respectively by (2.8) and (2.9). Moreover, as a convenient
shorthand, we will refer to IRfj rather than R” \ {0} (n > 1) in all that follows.

Firstly, we will study the smoothness properties of the crossing time function S stated in
(2.9). In order to do that, it will be useful to introduce the map F : R x R" — R" given by

F(s,y) =C(s)y +B(s)y +8(s,v), (3.1)

and, if y — F(s,y) is derivable on R", its jacobian matrix for any fixed s € R will be denoted
by Dy F(s,y).

Lemma 3.1. If the system (2.7) satisfies (L1)—(L3) and the maps (t,y) — g(t,y), (t,y) — C(t)y and
(t,y) — B(t)y belong to €1 (R x R",R") then the crossing time S : R x RI — R is continuously
differentiable on its domain of definition.

Moreover, for any fixed T € R, the partial derivative of S with respect to ¢ is given explicitly by

Dg]/(S(T, é)/T/ é)y(S(T/ g),T, g)
F(ry(8(7,8),7,6) - y(5(7,8), 7€)
Proof. As a first step, let us define the auxiliary map ¢ : R x R” x R — R by:

p(r,, 1) =yt 7. O)* - 1.

The above assumptions imply that F € ¢} (R x R",IR"). Therefore, the differentiability of
the solutions of (2.7) with respect to the initial conditions [22, Theorem 6.1, p. 89] states that
(t,7,8) » y(t,7,8) € €' (R x R x R",R") and D¢ y(t, 7, &) is solution of the linear variational
equation

D¢ S(7,8) = — . (3.2)

Y = Dy]-"(t,y(t, 7,8))Y with Y(7)=1,
which leads to

D (7,6, 1) = 2Dgy(t, 7, §) y(t, T, ). (33)
Moreover, by (2.7) it is straightforward to verify that

where F is defined in (3.1). By gathering the above derivatives and recalling the assumptions,
we have that € €}(R x R" x R, R).

As a second step, let us consider the Banach spaces X = (RxR"%, | |x) and Y = Z =
(R, [ -]), where |(, x)|x = [|x][ + [¢.

Given the open set O = R x Rjj x R C X x Y, we define F as the restriction of ¢ into the
set O, namely, F : O — R is defined by

F(1,&,t) = (7, &,t) = ly(t, T, O[> -1,
which belongs to € (O, R). Moreover, by (2.10), it follows that
F(70,80,S(10,¢0)) =0 forany ¢y # 0and 15 € R. (3.5)

The next step applies a Lin’s estimation, namely, (2.10) and the proof of [14, Proposition 7,
p. 41-42], which allow us to deduce that

DiF (10,0, S(0,80)) < =0 |ly(S(70,80), 10, &0) > = —6 < 0. (3.6)
]
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By using (3.5) combined with the implicit function theorem [22, Theorem 5.7, p. 82] applied
to F, we can prove the existence of ¢ € €' (U, W), where U is a neighborhood of (1, &) while
W is one of S(1, §o), such that ¢(1,&o) = S(10,&o) with U x W C O and

F(t,¢,¢(1,8)) =0 forany (t,¢) € U,

which is equivalent to

ly(p(r,6), 7. O)I> =1 = lly(S(7,8),7,&)|* forany (7,8) €U,

then, the uniqueness of S implies S(t, &) = ¢(7,&) on U and S € €1 (U, W).

In particular, we have that S is continuously differentiable on each (79, &) € R x R§ and it
follows that S € (R x R%, R). In addition, the partial derivative can be explicitly computed
as

DeS(7,6) = — [DiF(7,¢,5(7,§))] " De F(T,,8(7, ).

As a final step, the identity F = ¢ on O combined with (3.1) imply that the above partial
derivatives coincides with those described by (3.3)-(3.4), then the above identity becomes (3.2)
and the result follows. O

Corollary 3.2. The crossing time T corresponding to the solutions of (2.6) verifies T € €1 (R x R!, R)
and the partial derivative of T with respect to ¢ satisfies

DeT(7,8) = 52— (3.7)

1%

>N

forany ¢ # 0 and any fixed T € R.
Proof. Let us define Cp, By : R — M, (R) and g : R x R" — R" by

Co(t) = =61, Bo(t) :21 and go(tx) = gx.

For any t € R and x € R", we have

1)
Co(t)x + Bo(f)x + go(t, x) = —Ex,

and the matrix functions Cy, By verify (L1) and (L2), while gy verifies (L3) of the Proposi-
tion 2.3. Moreover, we have that (f,x) — Co(t)x, Bo(t)x and (t,x) — go(t,x) are maps of
class €'(R x R",IR"). Then, Lemma 3.1 implies that the crossing time T is a function of class
%1 (R x R, R).

In order to verify (3.7), let us remember that

x(t,7,8) = e~ 2(-7)g,
and we can obtain an explicit description for the crossing time:
2
Ix(T(7,0), 7. O)I? =1 = T(r,5) = 3 n(ll¢])) + 7 (38)

and (3.7) follows by calculating the derivative of (t,¢&) — 2In(||&||) + T with respect to . O

The results of continuous differentiability for the crossing time functions will be useful to
achieve the following result:
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Theorem 3.3. If the systems (2.6)—(2.7) satisfy (L1)-(L3) and the maps (t,y) — g(t,y), (t,y) —
C(t)y and (t,y) — B(t)y belong to €' (R x R",IR"), the Lin’s homeomorphism Hy is a diffeomor-
phism of class € (R, RE) for any fixed T € R.

Moreover, the derivative of Hy := H(T, -) with respect to { is given by

D:H(7, &) = {DT% ( T8, ng> ugﬂz}u 1

: : (3.9)
Dy (=70 757) 2 157
while the derivative of G(t, ) := H7 ! with respect to ¢ is
Di6(r,) = 4570 | 26(5,0) +V(5,0) + Dpy(5(5,8),7.8)] 610)

where G and V are n-th order matrices with

95(1,¢)
¢

foranyi,j € {1,...,n} and F; is the i-th coordinate of F defined in (3.1).

95(,¢)

gi,j<T/ g) = ag]

yj(S(T,é),T,C:) and V,](T g) (S ]/(S T, 6))

Proof. By Lemma 3.1 and Corollary 3.2, the crossing time functions S and T are of class ¢! (R x
Rj, R), whose proofs used that the map (£, 7,¢) — y(f,7,¢) is of class (R x R x R",R").

The above facts combined with (2.8) imply that, for any fixed T € R, the map 0 # ¢ —
H: (&) = y(t,T(t,8),e” 2(T(W8)~1)F) can be seen as a composition of functions of class %7,
which leads to Hr € € (R}, RE).

Similarly, by using (2.9), the map 0 # ¢ — G:(¢) = y(7,S(7, &),&)e2(T=5(t) is a compo-
sition and product of functions of class €. In consequence, we have G € (R, R?) and H-
is a diffeomorphism of class ¢ (R}, RY).

In order to verify (3.9), the explicit characterization of the crossing T given by (3.8) allows
to obtain a simpler expression

H(t,8) = y (1, T(1,8),e #7000 )C)Zy(T =8 II;I)

Let H;(7, ) be the i-th coordinate of the map H(7,-). By using $ aT = 0 combined with the
chain rule and (3.7), we can deduce that the partial derivatives are

M8 2 (w10}

ayl (r T(z, &), %) ot Vi (T/ T(TIC)IH%O aT(t,¢)
3T o5 T aT(we) o¢;)
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which corresponds to the (i, j)-coefficient of (3.9).
In order to verify the identity (3.10), if G;(t,{) is the i-th coordinate of G(7, -), notice that

9Gi(t,¢) 0 [ (S(0.8), 7, &)e T rg))}

a¢; 8§

= edls0es )‘T)aségg)yi<5<frg>'f'5>

2(8(1,8)-7) ayi(S(T/é‘)/T/é) aS(T/é’) + ayi(S(r,g),r,é)
35 3, 3,

=Fi(Sy(5718))

%( (1.6)— { gl](T €)+V1](T &)+ ayi(s(;fé’)r—[rg)}

and similarly, we can verify that it corresponds to the (i, j)-coefficient of (3.10), and the Theo-
rem follows. O

Corollary 3.4. Under the assumptions of Theorem 3.3, the Lin’s homeomorphism G : R — Rjj is a
preserving orientation diffeomorphism for n > 2.

Proof. Let T € R fixed. Firstly, as H is a bijective map with inverse G, it follows that
H:(G:(¢)) =¢ forany ¢ € Rf.
Then, by the Theorem 3.3, we have that H- is a diffeomorphism of IRf on itself and
DHe(G(8)) DeG(§) = I = det[DgHr(G+(¢))] det[DgG(¢)] = 1,

where det[DgG(&)] # 0 for any ¢ € R.

Therefore, we only have to verify that det[DgG(&)] > 0 for any ¢ € Rj. In order to prove
this property, we construct the function I' : Rj — R\ {0} defined by I'(¢) = det[DsG-({)].
Note that I' can be seen as a composition of continuous maps described by:

R 2% GL,(R) %% R\ {0}
¢r— DgGr(C) — det[DEGT(C)] - r(g)

By the continuity of I on the connected set IR} for n > 2, we have that I'(IR}) is connected,
then we have that

either T(R{) C]—oc0,0] or T(Rf) C]0,+oo]. (3.11)

Hence, in order to prove that det DzG(7,{) > 0 for any ¢ € R{j, we have to show that
I'(R§) € ]0,40c0[. By the above paragraph, we only need to show that det DsG(&) > 0 for
some specific ¢ € Rjj. Indeed, we will verify this property for ¢ = (1,0,...,0) € R.

Now, as ||| = 1, we have that

H]/(T, T g)HZ = ”C:HZ =1= Hy(S(T/ g)/T/ g)HZf

which implies that S(7,{) = T by the uniqueness of S. In addition, by [22, Theorem 6.1,
p- 189], we have that t — Dgy(t, T, () is solution of the linear variational equation

ay

T D,F(t,y(t7,8))Y with Y(1)=1,
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and (3.2) combined with S(7,¢) = T imply that

_ Dey(S(,9), Ty ne) &
PeS(8) = = 70 (5w 0, 5,0) ySma nd)  Fw0C

then we have

95(1,¢) =— g forany 1 <j<mn. (3.12)

9¢; F(t,8)-¢
On the other hand, we have that %{5@ = ¢;; where J;; is the Kronecker delta. Then,
(3.10), (3.12) and S(7, &) = T imply that the 7, j-coordinate of DG (§) is

9Gi(7,8) _ gegw(r@r)wyi(s(r,’g’),r,é)

a¢g; ag;

5(10) , wistnE)m)

4 3(8(x2)-T) {E(S(T,C),y(s(r,ﬁ)mé‘)) ac; ¢

Iyi(5(7,¢), T, ¢)

_ 95(%,9)
— 7

ag;

{3n(se.8) 5.0+ FS(m 0 u(s(m 0, w0 | +

_ b
F(T,§)§

By considering ¢ = (1,0,0...,0) = (&1,82,.-.,&n), we can deduce that

A
Fe TP
aGi<T/§) _ 0 ]#l,] 7& ]-/
a¢; I
2]:1(1-/6)
1 i=ji#1,

{g‘:i +~7:i(T/§)} + dij.

i=j=1

and the derivative DG () is described by the block matrix

Y

~

£

/!
/!

—
]

A

Ratltat)
NN

Fi(

_ 1) ‘ 01 _]:3(

DG (8) = [ 2%(T’§) T X'; ] where D = Fl_( o,
e :

~

N

B ]:11'(7,(;‘)
L A(tg)

and I,_1 € M,_1(R) is the identity matrix. That is, DzG:(¢) is a lower triangular matrix
where its diagonal terms are

5 -
Gi(we) _ ) arme TN
J%i 1 P41,

and we can explicitely see that det[DzG:(g)] = —%.
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Let us recall that, in the proof of the Lemma 3.1, we constructed the function F : R x R x
R — R defined by

F(t,&t) = |ly(t,T,&)|*—1 forany (7,&t) € RxR" xR,

which satisfies (3.6). This property combined with S(7,¢) = 7 lead to

08 = Y F(n, 08 = F(1,8) ¢
i=1

= -F(S(Tr é)/ y(S(T/ é‘)/ T, (?)) : y(S(T/ g)/ T, g)

5
_ %DtF(T,C,S(T,C)) <-£ <o,

then we have that F1(7,{) < 0 and consequently det[D:G:(¢)] = —ﬁ > 0.

We have verified the existence of { € R such that det[DzG.(¢)] = I'() > 0. The connect-
edness of I'(R?) and (3.11) imply that I (R%) C ]0, 40|, or equivalently, det[DzG(&)] > 0 for
every ¢ € Rjj and we have proved that G; is a preserving orientation diffeomorphism of IRjj
on itself for any n > 2. O

The connectedness of IRj with n > 2 played a key role in the above proof. Nevertheless,
we will make minor adaptations to cope with the case n = 1.

Corollary 3.5. Under the assumptions of Theorem 3.3, the Lin's homeomorphism G, : Rjj — Rj is
also a preserving orientation diffeomorphism for n = 1.

Proof. LetbeTI : Ry — Rg as in the previous proof, where Ry is the disconnected set
Rp := R\ {0} =]—00,0[ U ]0,4o0].

However, we will emulate the proof of the Corollary (3.4) in the connected components of

Ry, namely, C* :=]0,+oo[ and C~ := ] —00,0].
Let us consider {* :=1 € C" and ¢~ := —1 € C~. Then we have || = || = 1, which
leads to

S(t,e7)=7t=5(t.¢").
By replying the proof of the Corollary 3.4, we have that

oS(t, &t -1 d
<§§¢ ):ﬂm) and  det[D;Ge(¢7)] = D:Ge(2") = —577 73

and we verify, similarly as in the previous result, that det D¢[G.(¢")] = T'(¢*) > 0, which
implies T'(C") € ]0, +oo[ and it follows that det[DzG(&)] =T () > 0 forany ¢ € C™.
By proceeding analogously, we also can verify that

as(r,em) -1 s
o = Flo,-1) and DgG(¢ )—m

Now, let us recall that F(t,¢) = C(t) + B(t)¢ + g(t,¢) where C,B : R — R and g :
R x R — R satisfy the properties (L1)—-(L3) stated in Section 2 with n = 1, then, we have

C(t)§” = —C(r) >4, B(1) = —B(1) > —Z, and g(1,¢7) >~ 3,
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which implies that F(t,&~) = —C(t) — B(7) + g(7,&~) > § > 0 and we have that

_ _ _ )
I'(G7) = det[DeG-({)] = DG (¢ ) = FEE) > 0.
By the connectedness of I'(C™), we have that T(C~) C ]0, +-o0[ and det[DzG-(¢)] = T(¢) >
0 for any ¢ € C~ and the result holds. O

4 Smoothness of Palmer’s homeomorphism

This section studies the differentiability properties of the homeomorphisms H; and G; defined
by (2.4) and (2.5) in the Proposition 2.2.

Lemma 4.1. If the systems (1.1) and (1.2) verify (P1)-(P4) while the functions F;, F,: R x R" — R"
are of class €' (R x R",R") and the Lyapunov function V is of class €' (R x R",R), the crossing
times T and S of (2.3) are of class €' (R x RE, R).

Moreover, the derivative of T := T(7,-) with respect to & € IRf} verifies

Dex(T,7,8) DeV(T, x(T, 7,¢))

DT = — . 4.1

T8 = = BVt (T, 0) + V(T (T, 0,0) - AT re) Y
while, the derivative of S := S(t, -) with respect to { € R is given by
Dzy(S,7,¢) DV (S,y(S, T,

~ DsV(S,¥(S,7,8)) + DeV(S,y(S,7,8)) - B2S,y(5,7,8))

Proof. We will work with the same Banach spaces X,Y and Z and the same open set O C
X x Y of the proof of the Lemma 3.1.

Moreover, we will construct a ¢1(0, Z)-map ¢ verifying ¢(t,&, T(t,&)) = 0 in order to
apply the implicit function theorem for Banach spaces [22, Theorem 5.7, p. 82].

Firstly, let us define the auxiliary map v : R x R" x R — R as follows:

v(t, & t) =V(tx(tT,¢)) — 1.

As F; € €'(R x R",R"), the differentiability of the solutions of (1.1) with respect to the
initial conditions states that (t,7,¢) — x(t,7,&) € €' (R x R x R",R") and t — Dz x(t, 7, ¢)
is solution of the linear variational equation

X' =Dy F(tx(t,7,&)X with X(1) =L
By hypothesis, (t,x) — V(t,x) is of class €' (R x R",R"), which leads to
Dev(7,8,t) = DiV(tx(t,7,¢))Dex(t,T,Q). (4.3)
Moreover, by (1.1) it is straightforward to verify that
Div(t,¢,t) = DiV(tx(t,T,8)) + D V(L x(t,7,8))Fi(t, x(t,7,8)), (4.4)

and, by recalling the above assumptions, we can see that v € €1 (R x R" x R, R).
Now, let us construct the restriction on v into O, namely, ¢ : O — R defined by

¢(t,¢t) =v(t, 6 t) = V(L x(tT,0)) -1,
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which clearly belongs to (O, R). In addition, (2.3) implies that
(P(T(),CQ, T(T(), Co)) =0 for any C() 7é 0and 1 € R. (45)

By the assumptions (P3)-(P4) of the Proposition 2.2 we can deduce that
Dip(t,¢,t) = D (T, ¢, t) = D{V (L, x(t,7,8)) — 1}
=DV (tx(t,7,8)) < —plx(t, 7. &)|1P,

for all (7,¢,t) € O. Moreover, by (P1), (P2) and [14, Prop 2, p. 40], we have the inequality
|Elle~ =71 < ||x(t, T, )|, obtaining the sharper estimation:

Di(t0, &, T(10, &0)) < —yeHBIT(0b0) =m0l ||z 118 < 0, (4.6)

then, the implicit function theorem and (4.5) establish the existence of ¢ 1 (U, W)-map ¢, where
U is a neighborhood of (1, o) while W is one of T(7y, §o), which verifies

¢(10,80) = T(10,Go) with UxW C O and ¢(7,&, ¢(7,¢)) =0 forany (7,¢) € U,

which also can be written as

Vip(7,8),x(¢(7,¢),7,8)) =1=V(T(7,8),x(T(7,¢),7,¢)) onU,

which leads to T(7,¢) = ¢(7,¢) for any (7,¢) € U by the uniqueness of T, which also implies
that T € €1(U, W).

In particular, we have the continuous differentiability of T on each arbitrary (7,&y) €
R x R}, this implies that T € (R x R#, R). The partial derivative is obtained explicitly as

D:T(7,&) = — [Digp(7, & T(1,€))] " De ¢(7, & T(7,8)).

By using that v |o= ¢, the above partial derivatives coincides with (4.3)—(4.4) and the
above identity becomes (4.1).

Finally, in order to show (4.2) and S € ¢!, we can make an identical proof to the previous
one by using the maps F, and t — y(t, 7,¢) instead of F; and t — x(t, T, ), respectively, and
the result follows. O

The above result of continuous differentiability for the crossing times will be useful to
achieve the continuous differentiability of the Palmer’s homeomorphisms H: and G-.

Theorem 4.2. Under the assumptions of the Lemma 4.1, the Palmer’s homeomorphism H- described
in (2.4) is a diffeomorphism of class €1 (R, R%) for any fixed T € R.

Moreover, if we use the notation S := S(t,¢) and T := T(t,¢), the derivative of Hr := H(x, ),
with respect to ¢ is given by

DeH(T,E) = V(1,8 + Day(t, T,x(T,wE)ATE) + Dex(T T, ). (@7)
where the (i, j)-coordinates of V(t,¢) and A(t, ) are given by
Vij(t,6) = Dryi(t, T, x(T, 7,5)) Dg; T(7,8),  Aij(T,6) = Drxi(T, 7,5) Dg, (7, €),
while the derivative of G(7,-) := Hy ! with respect to & is
D¢G(7,8) = W(t,8) + Dex(t, S, x(S, 7,8)) [B(7, &) + Dey(S, 7,8)] (4.8)
where the (i, j)-coordinates of W(t, &) and B(T, &) are given by
W, j(t,¢) = Dsxi(7,5,x(S,7,8)) Dg;S(T,8),  Bij(t,¢) = Dsyi(S,7,8)Dg;S(7, §).
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Proof. Note that S,T € ¢'(R x R!,R) by Lemma 4.1, whose proof used that the maps
(t,7,&) — y(t,7,&) and (t,7,&) — x(t,7,¢) are of class €' (R x R x R",R").
The above paragraph together with (2.4) imply that the map

07# ¢ He(8) = y(7, T(7,8), x(T(1,8),7,0)),

is a composition of ¢! maps, and we have that H; € ¢ 1 (Rj, Ry) for any fixed T € R.
To verify (4.7), let H;(7, &) be the i-th coordinate of the map H(7, -). By using (2.4) and the
chain’s rule, we can deduce that the partial derivatives are

8Hi(r,§) 8
T = o (O TEOAT(@ O, T

_ ayi(T/ T<T/ 57)/ X(T(T/ C), T, C)) aT(T/ C)
oT 3,

L Z i (7, T(7,6), x(T(7,§),7,¢)) ox(T(7,5),7,6) 9T (7, )
ox oT a(:j

i (1, T(7,6), x(T(7,8), 7, &) 0x(T(7,$), 7, ¢)
* 2 axk : 85]

ay; (t,T,x(T,7,8))
8xk

= ZJT‘:+2

{0+ 200,

a¢;

where the last equation is due by using T = T(7,¢). Then, we can verify that it corresponds
to the (i, j)-coefficient of (4.7).

In a similar way, by (2.5), the map 0 # ¢ — G(¢) = x(7,5(7,¢),y(5(7,¢),7,¢)) is a com-
position of continuously differentiable functions. In consequence, G- is also a continuously
differentiable map of IRjj on itself. Therefore, H; is a diffeomorphism of class &1 (R}, RY).

The proof of the identity (4.8) is similar to (4.7) by using (¢, 7,¢) — y(t,7,¢) and (7,¢) —
S(7,¢) instead of (t,7,&) — x(t,7,¢) and (7,&) — T(7,¢), respectively. Therefore, we can
prove that it corresponds to the (i, j)-coefficient of the identity (4.8), and the Theorem follows.

O

5 The smoothness of class ¢ for the Palmer’s and Lin’s homeomor-
phism

Throughout this section, we will see that; provided some additional properties; the Palmer’s
and Lin’s homeomorphisms via crossing times are diffeomorphisms of class €* for any fixed
Te€Rand k > 2.

We will start by studying the Palmer’s homeomorphism:

Lemma 5.1. If the systems (1.1) and (1.2) verify (P1)~(P4), F; and F, are in €*(R x R",R") while
the Lyapunov function V verifies V € €*(R x R",R), then, the crossing times S and T of (2.3) verify
T,5 € ¢¥(R x RE, R).
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Proof. We will consider the Banach spaces X, Y and Z together with the open set O C X x Y
and the functions v and ¢ := v|p of the proof of Lemma 4.1.

By [22, Cor. 6.1, p. 92], (t,7,&) — x(t,7,¢) is of class ¢*(R x R x R",R"). In addition,
v is a composition of ¢ k—maps, which implies that v € %k(X x Y, Z), and we conclude that
¢ € 6*0,27).

By (4.5), we have that ¢ (7, o, T(10,%0)) = 0 while Dy¢(1,&o, T(10,80)) # 0 by (4.6).
Hence, the implicit function theorem for maps in €* [22, Cor. 5.1, p- 84] implies the existence
of ¢ : Uy — Vp of class €*, where Uy and Vj are neighborhoods of (19,&) and T (1o, &),
respectively, and ¢ verifies

¢(7,¢, ¢(7,¢)) =0 forany (7,¢) € Uo.

Moreover, the definition of T and the above property of ¢ establish that

Vip(t,8),x(¢(7,6),7,8) =1=V(T(7,8),x(T(7,8), 7,8)),

and the uniqueness of T implies that ¢(7,{) = T(7,¢) for any (7,¢) € Up. Then, T has
continuous k-th derivatives on any (19, &) € R x R, which implies that T € *(R x R, R).

By using (¢, 7,¢) — y(t,7,¢), F2 and S instead of (¢, T,&) — x(t, 7,&), F; and T respectively,
we have that S € €¥(R x R%, R). O

Theorem 5.2. If the systems (1.1) and (1.2) verify (P1)=(P4), F1, F, are in €*(R x R",IR") and the
Lyapunov function also verifies that V € €*(R x R",R), then the Palmer’s homeomorphism H is a
diffeomorphism of class €*(R2,RE) for any fixed T € R.

Proof. The crossing time functions S and T are of class €*(R x R, R) by Lemma 5.1, whose
proof used that (t,7,&) — y(t, T, &) and (t,7,&) — x(t,T,&) are of class 7¥(R x R x R",R").

A byproduct of the above facts combined with (2.4) is that, for any fixed T € R, the map
0 # ¢ — He(d) = y(t,T(7,8),x(T(1,¢),7,¢)) can be seen as a composition of function of
class ¥, which leads to H, := H(t, ") € €*(R}, R).

Similarly, we have that 0 # ¢ — G.(¢) = x(t7,5(7,¢),y(5(7,¢), 7,¢)) is a composition of
€*-functions, leading to G := G(1,-) € ¢k (R, Rf). This implies that each H: is a diffeo-
morphism of class €*(R}, R%). O

As a byproduct of the above result, we can study the smoothness properties for the Lin’s
homeomorphism:

Corollary 5.3. Under the assumptions of Lemma 3.1, if the maps (t,{) — C(t)¢, (¢,¢) — B(t)¢ and
g are of class €*(R x R",R"), the crossing times T and S of (2.10) are of class €*(R x RE, R).

Moreover, for all T € R fixed, the Lin’s homeomorphism H. is a diffeomorphism of class
¢*(RE, RY).

Proof. Let us define the functions F;, F, : R x R" — R" by
)
F(t,&) =C(t)+ B(t)f+g(t,¢), and F(t¢) = —EI(',‘ for any (t,¢) € R x R",

and we will verify the properties (P1)-(P4).
Firstly, note that F;(t,0) = F»(t,0) = 0 for any t € R. In fact, one identity is trivial while
the other one is by (L3), then, (P1) follows.
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To verify (P2), note that t — C(t) is a bounded matrix function by (L1), then, we can
define M = sup,.g [|C(t)|| and L := M + 4. Now, by (L1)~(L3), we can deduce that for any
¢, € R"and t € R

IF1(t,¢1) = Fu(t, &) | < LGy — G2fl and [[F2(t, 1) — Fa(t,G2) | < L[|G1 — &

and we have verified (P2).
We will see that (P3) and (P4) are verified if we consider V : R x R" — IR defined by

n
V(t,E) = [lg]I* =Y ¢
i=1
In fact, if C; = C; = 1 and B = 2, we have that

Clllglf < lIgl? = v(t,0) < Galigll?

for any t € R and ¢ € R", this proves (P3).
The last step consists in verify the existence of # > 0 such that

DV(t,y(t) < —nly(t)]*,

for any solution t — 7 (t) either of (2.6) or (2.7). But, let us define 7 = § > 0. By the proof of
[14, Proposition 7, p. 41], any solution ¢ — y(t, T, {) of (2.7) satisfies

d
DV(ty(t7.¢)) = - (vt T.OI?) < —dlly(t T O,

and any solution t — x(t, T, {) can be written as a solution of (2.7) with the maps

Co(t) = =61, By(t) = 21 and go(t,¢) = thj for any (t,¢) € R x R",
then
DV(t,x(t,T,g)) < —5HX(t,T,§)H2,

and we proved (P4).

Now, the function F; is a sum of functions of class %k(]R x R",R") which implies that
F; € F(R x R",R").

On the order hand, we have that [, = —gl ¢ belongs to €*°(R x R",R") which leads to
F € €5(R x R",R").

In addition, we have that V is a quadratic polinomial map of n variables, then V € ¢*(R x
R",R) and we have that T and S are in ¢*(R x R, R) by Lemma 5.1.

Finally, the Lin’s homeomorphism can be seen as a Palmer homeomorphism’s between the
systems (2.6) and (2.7) by Remark 2.4, then the Lin’s homeomorphism is a diffeomorphism of
class €*(IRE, R?) by the Theorem 5.2. O

6 A generalization of Theorem 3.3

Under the assumption that the properties (L1) and (L2) are verified, let us consider the diag-
onal dominant linear system:

y=1[C(t) +B()]y. (6.1)
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By the variation of parameters method, we have that any solution ¢ +— x(¢, fo, &) of (6.1)
passing by ¢ at t = t( verifies

x(t,to, &) = Oc(t t0)E + /ttCDc(t,s)B(s)x(s, to, €)ds,

where t — ®c(t,s) is a transition matrix of z’ = C(#)z.
On the other hand, we have that x(t, t, ) = ®c5(t, to)E where ®p. . (t, 1) is a transition
matrix of (6.1). In addition, by considering

D _[St cii(t)dt n

®c(t,s) = Diag {e }izl,

and (L1), we can deduce that || ®¢(t,5)|| < e~°(*=%) for any t > s. The estimate of ®¢ combined
with (L2) imply that

)
e[ @prc(t o)l = e lx(t to, §) | < e™IC] +/t Eeésux(s, to, ¢)[ ds
0

to
= e+ [ FelIecin(s, )z ds
0
then, by using the classical Gronwall’s inequality, it is straightforward to infer that
|@pic(t to)] < e 2071 forany t > t, (6.2)

namely, the linear system (6.1) is R-uniformly exponentially stable.
Similarly, as it was stated in the subsection 2.2, the properties (L1)—-(L3) imply that any
solution t — y(t,ty,yo) of (2.7) verifies

Iyt to, yo) || < llyolle 24" for any t > t.

A nice consequence of the Lin’s homeomorphism is that the linear system (6.1) is topolog-
ically equivalent to its quasilinear perturbation (2.7) by the proof of [14, Lemma 2].

A direct byproduct of our previous results is the smoothness of the above mentioned
topological equivalence

Theorem 6.1. If (L1)—(L3) are satisfied and the maps (t,y) — g(t,y), (t,y) — C(t)y and (t,y) —
B(t)y belong to €1 (R x R",R"), then the linear system (6.1) and its quasilinear perturbation (2.7)
are R-topologically equivalent via a function P: R x R" — R" which, for any fixed t, is a preserving
orientation diffeomorphism of class ¢ on RY.

Proof. By Theorem 3.3 and Corollary 3.4, the quasilinear system (2.7) and the diagonal au-
tonomous system (2.6) are R-topologically equivalent via the function H: R x R" — R”"
described by (2.8), which is a preserving orientation diffeomorphism of class ¥* on R} for
any fixed t.

On the other hand, as pointed out by Lin in [14], the function (t,x) — g(t,x) = 0 sat-
isfies (L3) and belongs to %1(1R x R",R"), then, the linear system (6.1), and the diagonal
autonomous system (2.6), are R-topologically equivalent via a function Q: R x R" — R”"
which for any fixed ¢, is a preserving orientation diffeomorphism of class ¢! on RZ.

Finally, as the R-topological equivalence is an equivalence relation; it follows that the
linear system (6.1) and its quasilineal perturbation (2.7), are R-topologically equivalent via a
function P = Ho Q: R x R" — R" which, for any fixed ¢, is a composition of two preserving
orientation diffeomorphisms of class ¢! on RZ. O



Smoothness of topological equivalence 19

It is of interest to point out that the Theorem 6.1 has a similar structure that a result
obtained in [6] by following a Green’s function approach. Both results are about the smooth-
ness of a R-topological equivalence between a uniformly exponentially stable linear system
and a quasilinear perturbation. Now, it is interesting for us to describe the advantages and
drawbacks of our result compared with the one obtained in [6].

A difference at first glance is that the Theorem 6.1 does not assumes that the quasilinear
perturbation g is bounded on R x R". For example, a linear perturbation g(t, x) = H(t)x with
|H(t)|| < ¢ is covered by our result when t — H(t) is continuously differentiable. On the
other hand, in [6] the global boundedness of the perturbation is an essential assumption to
the construction of the homeomorphism; nevertheless, Theorem 6.1 assumes that g(t,0) = 0
for any t € IR, which is not necessary in [6].

A second difference is that Theorem 6.1 allows an easier generalization to derivatives of
higher order, which is not the case in [6]. From this perspective, our approach has a clear
advantage.

Finally, the result of [6] only assumes that the linear part is a uniformly asymptotically
stable linear system, while in Theorem 6.1 this assumption is restricted for the special case of
linear systems with diagonal dominance, making our result a more restrictive one.
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