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#### Abstract

In this paper, we consider of the following second-order Hamiltonian system $$
\ddot{u}(t)-L(t) u(t)+\nabla W(t, u(t))=0, \quad \forall t \in \mathbb{R},
$$ where $W(t, x)$ is subquadratic at infinity. With a competition condition, we establish the existence of homoclinic solutions by using the variational methods. In our theorem, the smallest eigenvalue function $l(t)$ of $L(t)$ is not necessarily coercive or bounded from above and $W(t, x)$ is not necessarily integrable on $\mathbb{R}$ with respect to $t$. Our theorem generalizes many known results in the references.
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## 1 Introduction

In this paper, we consider the following Hamiltonian system

$$
\begin{equation*}
\ddot{u}(t)-L(t) u(t)+\nabla W(t, u(t))=0, \quad \forall t \in \mathbb{R} \tag{1.1}
\end{equation*}
$$

where $W \in C^{1}\left(\mathbb{R} \times \mathbb{R}^{N}, \mathbb{R}\right), L \in C\left(\mathbb{R}, \mathbb{R}^{N^{2}}\right)$ is a symmetric matrix valued function and $\nabla W(t, x)$ denotes the gradient with respect to the $x$ variable. A nontrivial solution $u(t)$ of problem (1.1) is homoclinic if $u(t) \rightarrow 0, \dot{u}(t) \rightarrow 0$ as $t \rightarrow \pm \infty$ and $u(t) \not \equiv 0$.

The importance of homoclinic solutions for Hamiltonian systems in studying the dynamic behavior has been recognized. In recent years, many mathematicians used the variational methods to show the existence and multiplicity of homoclinic solutions for systems (1.1) with different growth conditions on $W(t, x)$. In this paper, we only consider the subquadratic cases. In [5], Ding assumed

[^0]$\left(L^{\prime}\right)$ letting $l(t) \equiv \inf _{|q|=1}(L(t) q, q)$, there exists $\xi>1$ such that
$$
|t|^{-\xi} l(t) \rightarrow+\infty, \quad \text { as }|t| \rightarrow+\infty
$$

By $\left(L^{\prime}\right)$, Ding showed a compact embedding theorem from $H^{1}(\mathbb{R})$ to $L^{p}(\mathbb{R})$ for $p \in(1,+\infty]$. Under some other subquadratic conditions on $W(t, x)$ with respect to $x$, Ding obtained the existence and multiplicity of homoclinic solutions for systems (1.1). This result has been generalized by many mathematicians. For example, in [19], Zhang introduced condition
$\left(L^{\prime \prime}\right)$ There exists a constant $l_{0}>0$ such that $l(t)+l_{0} \geq 1$ for all $t \in \mathbb{R}$ and

$$
\begin{equation*}
\int_{\mathbb{R}}\left(l(t)+l_{0}\right)^{-1} d t<\infty \tag{1.2}
\end{equation*}
$$

By $\left(L^{\prime \prime}\right)$, the embedding $H^{1}(\mathbb{R}) \hookrightarrow L^{1}(\mathbb{R})$ is compact. Obviously, $\left(L^{\prime \prime}\right)$ is weaker than $\left(L^{\prime}\right)$ and both of these two conditions yield that $l^{-1}(t)$ decays fast at infinity. When $l^{-1}(t)$ has a slow decay at infinity, it is difficult for us to obtain such compact embeddings. In this case, we can consider the decaying rate of $W(t, x)$ at infinity with respect to $t$. Let us consider the pure power nonlinearities with weight functions, i.e. $W(t, x)=a(t)|x|^{v}(v \in(1,2))$. In [23], Zhang and Yuan assumed that $a(t)$ belongs to $L^{2}\left(\mathbb{R}, \mathbb{R}^{+}\right) \cap L^{\frac{2}{2-\nu}}\left(\mathbb{R}, \mathbb{R}^{+}\right)$to make sure the corresponding functional is well defined and show the convergence of the (PS) sequence. This condition is weakened by Sun, Chen and J. Nieto [12] by just requiring $a \in L^{\frac{2}{2-\nu}}\left(\mathbb{R}, \mathbb{R}^{+}\right)$. In 2014, Lv and Tang [11] obtained homoclinic solutions for systems (1.1) with more general weight functions where $a \in L^{p}(\mathbb{R}, \mathbb{R})$ for some $p \in\left(1, \frac{2}{2-v}\right]$. The readers are referred to [1-3,6-10,13-18,20-22] for more details.

From above papers, we know that, the decaying rates of $l^{-1}(t)$ and $a(t)$ at infinity are important for us in finding homoclinic solutions of (1.1). There is an interesting question that whether systems (1.1) possesses homoclinic solutions when $a(t)$ is unbounded or $l(t)$ is oscillating (which means $\lim \inf _{|t| \rightarrow \infty} l(t)<+\infty$ and $\lim \sup _{|t| \rightarrow \infty} l(t)=+\infty$ )? Motivated by the above analysis, we are encouraged to find a twisted condition between $l(t)$ and $a(t)$ which can be stated as follows:
(W0) For $b \in[1,2]$ and $\mu \in(1,2)$, there exist $\gamma \in\left(b, \frac{2 b}{2+b-b \mu}\right]$ and $k \in\left[0, \frac{\gamma-b}{b \gamma}\right]$ such that $\frac{a(t)}{(l(t))^{k}} \in L^{\gamma}(\mathbb{R})$.
More precisely, we obtain the following theorem.
Theorem 1.1. Suppose that (W0) holds for $b=2$ and
(L1) one of the following statements holds:
(i) $L \in C^{2}\left(\mathbb{R}, \mathbb{R}^{N^{2}}\right)$ and $\left(\left(L^{\prime \prime}(t)-\kappa L(t)\right) x, x\right) \leq 0$ for all $|t| \geq \bar{r}_{1}$ and $x \in \mathbb{R}^{N}$;
(ii) $L \in C^{1}\left(\mathbb{R}, \mathbb{R}^{N^{2}}\right)$ and $\left|L^{\prime}(t) x\right| \leq \kappa|L(t) x|$ for all $|t| \geq \bar{r}_{1}$ and $x \in \mathbb{R}^{N}$
with some $\kappa>0$ and $\bar{r}_{1}>0$, where $L^{\prime}(t)=(d / d t) L(t)$ and $L^{\prime \prime}(t)=\left(d^{2} / d t^{2}\right) L(t)$;
(L2) there exists $M_{0}>0$ such that $l(t) \geq M_{0}$ for all $t \in \mathbb{R}$, where $l(t) \equiv \inf _{|u|=1}(L(t) u, u)$;
(W1) $W(t, 0) \equiv 0$, there exists $a \in C\left(\mathbb{R}, \mathbb{R}^{+}\right)$such that $|\nabla W(t, x)| \leq a(t)|x|^{\mu-1}$;
(W2) there exist $\lambda \in(1,2), \eta>0, \zeta>0$ and open set $\Omega \subset \mathbb{R}$ such that

$$
W(t, x) \geq \eta|x|^{\lambda}, \quad \forall(t, x) \in \Omega \times \mathbb{R}^{N},|x| \leq \zeta .
$$

Then system (1.1) possesses at least one nontrivial homoclinic solution.
(L1) is assumed to show all the critical points of corresponding functional for systems
(1.1) are classical homoclinic solutions, which is introduced in [5]. In [11, 13, 18], the authors only considered the homoclinic solutions in sense of $u(t) \rightarrow 0$ as $|t| \rightarrow \infty$ while we consider the classical ones. To obtain the asymptotic behavior of the solutions at infinity, we can also consider the following condition
(L3) there exist $\delta>0, D>0, q \in[1,2]$ and $r_{0}>0$ such that

$$
\int_{t}^{t+\delta} \hat{l}^{q}(s) d s \leq D
$$

for all $|t| \geq r_{0}$, where $\hat{l}(t) \equiv \sup _{|u|=1}(L(t) u, u)$.
It is easy to see that (L3) holds if all the eigenvalues of $L(t)$ are bounded from above. Then (L3) can be seen as a generalization of the following bounded condition
(L4) there exists $R>0$ such that

$$
(L(t) u, u) \leq R|u|^{2}, \quad \forall(t, u) \in \mathbb{R} \times \mathbb{R}^{N} .
$$

Then we obtain the following theorem.
Theorem 1.2. Suppose (L2), (L3), (W1), (W2) and (W0) hold with $b=q$, then system (1.1) possesses at least one nontrivial homoclinic solution.

Remark 1.3. In our theorems, condition (W0) is a class of competition conditions between $a$ and $l$. When $0<\inf _{t \in \mathbb{R}} l(t) \leq \sup _{t \in \mathbb{R}} l(t)<\infty,(W 0)$ reduces to $a(t) \in L^{\gamma}(\mathbb{R})$, which is required in $[12,13,18,22]$. There are examples satisfying the conditions of Theorems 1.1 and 1.2 but not the results in [2,5,7-14,16-23].

Example 1.4 (Oscillating example for Theorem 1.1). Let $L(t)=l(t) I d_{N}$ and $W(t, x)=a(t)|x|^{\frac{8}{5}}$, where

$$
\begin{gathered}
l(t)= \begin{cases}\sin (\ln 2)+1 & \text { for }|t|<1, \\
t^{\frac{6}{7}}\left(\sin \left(\ln \left(t^{2}+1\right)\right)+1\right)+1 & \text { for }|t| \geq 1,\end{cases} \\
a(t)=t^{\frac{1}{20}}\left(\sin \left(\ln \left(t^{2}+1\right)\right)+1\right)^{\frac{3}{10}}
\end{gathered}
$$

and $I d_{N}$ is the identity matrix of order $N$. It is easy to see that

$$
\liminf _{|t| \rightarrow \infty} l(t)=1, \quad \limsup _{|t| \rightarrow \infty} l(t)=+\infty, \quad \liminf _{|t| \rightarrow \infty} a(t)=0 \quad \text { and } \quad \underset{|t| \rightarrow \infty}{\limsup } a(t)=+\infty .
$$

Hence $l(t), a(t)$ are neither coercive nor bounded from above and $l^{-1}(t),(a(t))^{p} \notin L(\mathbb{R})$ for any $p \in(1,5]$. However, this example satisfies the conditions of Theorem 1.1 with $\gamma=5$ and $k=\frac{3}{10}$. Here, we only need to show condition ( $L 1$ ) is fulfilled while the other conditions can be easily checked. To check (L1), we show (ii) holds, which can be verified by the following inequality

$$
\left(\frac{6}{7} t^{-\frac{1}{7}} \sin \left(\ln \left(t^{2}+1\right)\right)+\frac{2 t^{\frac{13}{7}}}{t^{2}+1} \cos \left(\ln \left(t^{2}+1\right)\right)\right)|x| \leq\left(t^{\frac{6}{7}}\left(\sin \left(\ln \left(t^{2}+1\right)\right)+1\right)+1\right)|x|
$$

for all $x \in \mathbb{R}^{N}$ and $|t|$ large enough.

Example 1.5 (Coercive example for Theorem 1.1). There are also examples in which $l(t)$ and $a(t)$ are both coercive. Let $L(t)=\left(t^{6}+1\right) I d_{N}$ and $W(t, x)=t^{\frac{2}{5}}|x|^{\frac{3}{2}}$. If we choose $\gamma=4$ and $k=\frac{1}{4},(W 0)$ is fulfilled. Moreover, other conditions of Theorem 1.1 can be easily checked. However this example does not satisfy the results in [2,5,7-14,17-23].

Example 1.6 (Oscillating example for Theorem 1.2). Let

$$
g(t)= \begin{cases}2 n^{\frac{8}{9}}\left(n^{\frac{8}{9}}+1\right)|t|-2 n^{\frac{17}{9}}\left(n^{\frac{8}{9}}+1\right), & n \leq|t|<n+\frac{1}{2\left(n^{\frac{8}{9}}+1\right)^{\prime}}  \tag{1.3}\\ -2 n^{\frac{8}{9}}\left(n^{\frac{8}{9}}+1\right)|t|+2 n^{\frac{17}{9}}\left(n^{\frac{8}{9}}+1\right)+2 n^{\frac{8}{9}}, & n+\frac{1}{2\left(n^{\frac{8}{9}}+1\right)} \leq|t| \leq n+\frac{1}{n^{\frac{8}{9}}+1}, \\ 0, & \text { otherwise }\end{cases}
$$

and

$$
m(t)= \begin{cases}2 n^{\frac{1}{72}}\left(n^{\frac{8}{9}}+1\right)|t|-2 n^{\frac{73}{72}}\left(n^{\frac{8}{9}}+1\right), & n \leq|t|<n+\frac{1}{2\left(n^{\frac{8}{9}}+1\right)^{\prime}}  \tag{1.4}\\ -2 n^{\frac{1}{72}}\left(n^{\frac{8}{9}}+1\right)|t|+2 n^{\frac{73}{72}}\left(n^{\frac{8}{9}}+1\right)+2 n^{\frac{1}{72}}, & n+\frac{1}{2\left(n^{\frac{8}{9}}+1\right)} \leq|t| \leq n+\frac{1}{n^{\frac{8}{9}}+1} \\ 0, & \text { otherwise }\end{cases}
$$

for all $n \in \mathbb{N} \cup\{0\}$. We see that $g(t), m(t) \geq 0$ and $g \notin L(\mathbb{R}), m \notin L(\mathbb{R})$. Let $a(t)=m(t)+e^{-|t|}$ and $L(t)=l(t) I d_{N}$, where $l(t)=\sqrt{g(t)+1}$. Obviously,

$$
\liminf _{|t| \rightarrow \infty} l(t)=1, \quad \underset{|t| \rightarrow \infty}{\limsup } l(t)=+\infty, \quad \liminf _{|t| \rightarrow \infty} a(t)=0, \quad \underset{|t| \rightarrow \infty}{\limsup } a(t)=+\infty .
$$

Choosing $q=2$ and $\delta=\frac{1}{4}$, we deduce from the definitions of $\hat{l}$ and $g$ that

$$
\left.\begin{array}{rl}
\int_{t}^{t+\frac{1}{4}} \hat{l}^{2}(s) d s=\int_{t}^{t+\frac{1}{4}} l^{2}(s) d s & =\int_{t}^{t+\frac{1}{4}}(g(s)+1) d s \\
& \leq \frac{1}{2}\left[\sum_{i=[\mid t]-1,[|t|],[\mid t]]+1} \frac{i^{\frac{8}{9}}}{\frac{8}{9}}+1\right.
\end{array}\right]+\frac{1}{4}
$$

for $|t|$ is large enough. Then (L3) is checked. Moreover, $l^{-1}(t),(a(t))^{p} \notin L(\mathbb{R})$ for any $p>1$. Here we only give the proof for $(a(t))^{p} \notin L(\mathbb{R})$. It follows from the definition of $a(t)$ that

$$
\begin{aligned}
\int_{\mathbb{R}} a^{p}(s) d s & \geq \sum_{n=0}^{\infty} \int_{n}^{n+\frac{1}{2\left(n^{\frac{8}{9}}+1\right)}} m^{p}(s) d s \\
& =\sum_{n=0}^{\infty} \int_{n}^{n+\frac{1}{2\left(n^{\frac{8}{9}}+1\right)}}\left(2 n^{\frac{1}{72}}\left(n^{\frac{8}{9}}+1\right) s-2 n^{\frac{73}{72}}\left(n^{\frac{8}{9}}+1\right)\right)^{p} d s \\
& =\sum_{n=0}^{\infty} \frac{n^{\frac{p}{72}}}{2(p+1)\left(n^{\frac{8}{9}}+1\right)} \\
& =+\infty
\end{aligned}
$$

which implies $(a(t))^{p} \notin L(\mathbb{R})$ for all $p>1$. Finally, we show $(W 0)$ is fulfilled with $b=q=2$. Set $W(t, x)=a(t)|x|^{\frac{3}{2}}$. Choosing $\gamma=4$ and $k=\frac{1}{4}$, from (1.3) and (1.4), we infer that

$$
\begin{aligned}
& \int_{\mathbb{R}}\left(\frac{a(s)}{l^{\frac{1}{4}}(s)}\right)^{4} d s \\
&= \int_{\mathbb{R}} \frac{a^{4}(s)}{\sqrt{g(s)+1}} d s \\
& \leq \int_{\mathbb{R}} \frac{8\left(m^{4}(s)+e^{-4|s|}\right)}{\sqrt{g(s)+1}} d s \\
& \leq 8 \int_{\mathbb{R}} \frac{m^{4}(s)}{\sqrt{g(s)}} d s+8 \int_{\mathbb{R}} e^{-4|s|} d s \\
& \leq 16 \sum_{n=0}^{\infty} n^{-\frac{63}{144}} \int_{n}^{n+\frac{1}{2\left(n^{\frac{8}{9}}+1\right)}}\left(2 n^{\frac{1}{72}}\left(n^{\frac{8}{9}}+1\right) s-2 n^{\frac{73}{72}}\left(n^{\frac{8}{9}}+1\right)\right)^{\frac{7}{2}} d s \\
& \quad+16 \sum_{n=0}^{\infty} n^{-\frac{63}{144}} \int_{n+\frac{1}{n+\frac{1}{n^{\frac{8}{9}}+1}}}^{2\left(n^{\frac{8}{9}}+1\right)}\left(-2 n^{\frac{1}{72}}\left(n^{\frac{8}{9}}+1\right) s+2 n^{\frac{73}{72}}\left(n^{\frac{8}{9}}+1\right)+2 n^{\frac{1}{72}}\right)^{\frac{7}{2}} d s+4 \\
&= \frac{32}{9} \sum_{n=0}^{\infty} \frac{n^{-\frac{7}{18}}}{n^{\frac{8}{9}}+1}+4 \\
&<+\infty .
\end{aligned}
$$

Then all the conditions of Theorem 1.2 are satisfied. However, since $a$ is not integrable or bounded, $l(t)$ is not bounded or coercive, our example does not satisfy the theorems in [2,5, 8,9,11-14,17,18,20-23].

## 2 Proof of Theorem 1.1

Set

$$
E:=\left\{u \in H^{1}\left(\mathbb{R}, \mathbb{R}^{N}\right): \int_{\mathbb{R}}\left(|\dot{u}(t)|^{2}+(L(t) u(t), u(t))\right) d t<\infty\right\}
$$

with

$$
(u, v)=\int_{\mathbb{R}}((\dot{u}(t), \dot{v}(t))+(L(t) u(t), u(t))) d t .
$$

By ( $L 2$ ), the embedding $E \hookrightarrow L^{p}\left(\mathbb{R}, \mathbb{R}^{N}\right)$ is continuous for all $p \in[2,+\infty]$. Hence, for any $p \in[2,+\infty]$,

$$
\begin{equation*}
\|u\|_{p} \leq C_{p}\|u\|, \quad \forall u \in E \tag{2.1}
\end{equation*}
$$

for some $C_{p}>0$. Furthermore, let $I: E \rightarrow \mathbb{R}$ be the functional of (1.1) defined by

$$
\begin{equation*}
I(u)=\int_{\mathbb{R}}\left(\frac{1}{2}|\dot{u}(t)|^{2}+\frac{1}{2}(L(t) u(t), u(t))-W(t, u(t))\right) d t . \tag{2.2}
\end{equation*}
$$

First, we give the following useful estimate.

Lemma 2.1. Let $u \in E$. For any $\theta>0$ and $q \in[1,2]$, the following inequality holds

$$
\begin{equation*}
|u(t)| \leq \theta^{\frac{1}{q^{*}}-1}\left(\int_{t}^{t+\theta}|u(s)|^{q} d s\right)^{\frac{1}{q}}+\theta^{\frac{1}{q^{*}}}\left(\int_{t}^{t+\theta}|\dot{u}(s)|^{q} d s\right)^{\frac{1}{q}}, \quad \forall t \in \mathbb{R} . \tag{2.3}
\end{equation*}
$$

Furthermore, if $u \in C^{2}\left(\mathbb{R}, \mathbb{R}^{N}\right)$, there holds

$$
\begin{equation*}
|\dot{u}(t)| \leq \theta^{\frac{1}{q^{*}}-1}\left(\int_{t}^{t+\theta}|\dot{u}(s)|^{q} d s\right)^{\frac{1}{q}}+\theta^{\frac{1}{q^{*}}}\left(\int_{t}^{t+\theta}|\ddot{u}(s)|^{q} d s\right)^{\frac{1}{q}}, \quad \forall t \in \mathbb{R}, \tag{2.4}
\end{equation*}
$$

where $\frac{1}{q}+\frac{1}{q^{*}}=1\left(q^{*}=+\infty\right.$, if $\left.q=1\right)$.
Proof. For any $t, \tau \in \mathbb{R}$,

$$
|u(t)| \leq|u(\tau)|+\left|\int_{\tau}^{t} \dot{u}(s) d s\right| .
$$

Integrating over $[t, t+\theta]$, we get

$$
\begin{aligned}
\theta|u(t)| & \leq \int_{t}^{t+\theta}|u(\tau)| d \tau+\int_{t}^{t+\theta}\left|\int_{\tau}^{t} \dot{u}(s) d s\right| d \tau \\
& \leq \theta^{\frac{1}{q^{*}}}\left(\int_{t}^{t+\theta}|u(s)|^{q} d s\right)^{\frac{1}{q}}+\theta \int_{t}^{t+\theta}|\dot{u}(s)| d s \\
& \leq \theta^{\frac{1}{q^{*}}}\left(\int_{t}^{t+\theta}|u(s)|^{q} d s\right)^{\frac{1}{q}}+\theta^{\frac{1}{q^{*}}+1}\left(\int_{t}^{t+\theta}|\dot{u}(s)|^{q} d s\right)^{\frac{1}{q}},
\end{aligned}
$$

which implies

$$
|u(t)| \leq \theta^{\frac{1}{q^{*}}-1}\left(\int_{t}^{t+\theta}|u(s)|^{q} d s\right)^{\frac{1}{q}}+\theta^{\frac{1}{q^{*}}}\left(\int_{t}^{t+\theta}|\dot{u}(s)|^{q} d s\right)^{\frac{1}{q}} .
$$

Then we obtain (2.3). Similarly, we can also obtain (2.4).

Lemma 2.2. Suppose (L2), (W0)-(W2) hold, then $I \in C^{1}(E, \mathbb{R})$ and

$$
\begin{equation*}
\left\langle I^{\prime}(u), v\right\rangle=\int_{\mathbb{R}}[(\dot{u}(t), \dot{v}(t))+(L(t) u(t), v(t))-(\nabla W(t, u(t)), v(t))] d t . \tag{2.5}
\end{equation*}
$$

Moreover, all the critical points of I are homoclinic solutions of (1.1) if (L1) holds with $b=2$ or (L3) holds with $b=q$ respectively.

Proof. First, we show that $I$ is well defined. By (W1), we infer that

$$
\begin{equation*}
|W(t, u(t))|=\left|\int_{0}^{1}(\nabla W(t, s u(t)), u(t)) d s\right| \leq \frac{1}{\mu} a(t)|u(t)|^{\mu}, \quad \forall(t, u) \in \mathbb{R} \times \mathbb{R}^{N} . \tag{2.6}
\end{equation*}
$$

First, we consider a general case, i.e. $\gamma \in\left(1, \frac{2}{2-\mu}\right]$ and $k \in\left[0, \frac{\gamma-1}{\gamma}\right)$. For any $\Lambda \subset \mathbb{R}$, it follows
from (W0) and (2.1) that

$$
\begin{align*}
\int_{\Lambda} & a(t)|u(t)|^{\mu} d t \\
& =\int_{\Lambda} \frac{a(t)}{(l(t))^{k}}(l(t))^{k}|u(t)|^{\mu} d t \\
& \leq\left(\int_{\Lambda}\left(\frac{a(t)}{(l(t))^{k}}\right)^{\gamma} d t\right)^{\frac{1}{\gamma}}\left(\int_{\Lambda}(l(t))^{\frac{k \gamma}{\gamma-1}}|u(t)|^{\frac{\mu \gamma}{\gamma-1}} d t\right)^{\frac{\gamma-1}{\gamma}} \\
& =\left(\int_{\Lambda}\left(\frac{a(t)}{(l(t))^{k}}\right)^{\gamma} d t\right)^{\frac{1}{\gamma}}\left(\int_{\Lambda}(l(t))^{\frac{k \gamma}{\gamma-1}}|u(t)|^{\frac{2 k \gamma}{\gamma-1}}|u(t)|^{\frac{(\mu-2 k) \gamma}{\gamma-1}} d t\right)^{\frac{\gamma-1}{\gamma}} \\
& \leq\left(\int_{\Lambda}\left(\frac{a(t)}{(l(t))^{k}}\right)^{\gamma} d t\right)^{\frac{1}{\gamma}}\left[\left(\int_{\Lambda} l(t)|u(t)|^{2} d t\right)^{\frac{k \gamma}{\gamma-1}}\left(\int_{\Lambda}|u(t)|^{\frac{(\mu-2 k) \gamma}{\gamma-1-k \gamma}} d t\right)^{\frac{\gamma-1-k \gamma}{\gamma-1}}\right]^{\frac{\gamma-1}{\gamma}} \\
& \leq\left(\int_{\Lambda}\left(\frac{a(t)}{(l(t))^{k}}\right)^{\gamma} d t\right)^{\frac{1}{\gamma}} C^{\frac{(\mu-2 k) \gamma}{\gamma-1-k \gamma}} \mu u \|^{\mu} . \tag{2.7}
\end{align*}
$$

When $k=\frac{\gamma-1}{\gamma}$, we have

$$
\begin{align*}
\int_{\Lambda} a(t)|u(t)|^{\mu} d t & =\int_{\Lambda} \frac{a(t)}{(l(t))^{\frac{\gamma-1}{\gamma}}}(l(t))^{\frac{\gamma-1}{\gamma}}|u(t)|^{\mu} d t \\
& \leq\left(\int_{\Lambda}\left(\frac{a(t)}{(l(t))^{\frac{\gamma-1}{\gamma}}}\right)^{\gamma} d t\right)^{\frac{1}{\gamma}}\left(\int_{\Lambda} l(t)|u(t)|^{\frac{\mu \gamma}{\gamma-1}} d t\right)^{\frac{\gamma-1}{\gamma}} \\
& \leq\left(\int_{\Lambda}\left(\frac{a(t)}{(l(t))^{\frac{\gamma-1}{\gamma}}}\right)^{\gamma} d t\right)^{\frac{1}{\gamma}}\left(\|u\|_{\infty}^{\frac{\mu \gamma}{\gamma-1}-2} \int_{\Lambda} l(t)|u(t)|^{2} d t\right)^{\frac{\gamma-1}{\gamma}} \\
& \leq\left(\int_{\Lambda}\left(\frac{a(t)}{(l(t))^{\frac{\gamma-1}{\gamma}}}\right)^{\gamma} d t\right)^{\frac{1}{\gamma}}\|u\|_{\infty}^{\mu-\frac{2(\gamma-1)}{\gamma}}\|u\|^{\frac{2(\gamma-1)}{\gamma}} \\
& \leq\left(\int_{\Lambda}\left(\frac{a(t)}{(l(t))^{\frac{\gamma-1}{\gamma}}}\right)^{\gamma} d t\right)^{\frac{1}{\gamma}} C_{\infty}^{\mu-\frac{2(\gamma-1)}{\gamma}}\|u\|^{\mu} . \tag{2.8}
\end{align*}
$$

Since $\left(b, \frac{2 b}{2+b-b \mu}\right] \subset\left(1, \frac{2}{2-\mu}\right]$ and $\left[0, \frac{\gamma-b}{b \gamma}\right] \subset\left[0, \frac{\gamma-1}{\gamma}\right]$ for all $b \in[1,2],(2.7)$ and (2.8) also hold when $\gamma \in\left(b, \frac{2 b}{2+b-b \mu}\right]$ and $k \in\left[0, \frac{\gamma-b}{b \gamma}\right]$.

Choosing $\Lambda=\mathbb{R}$, we see $I$ is well defined. Similar to Lemma 3.1 in [22], one shows $I \in C^{1}(E, \mathbb{R})$ and (2.5) holds. Finally, we show all the critical points of $I$ are homoclinic solutions for (1.1), i.e. we need to show $u(t) \rightarrow 0$ and $\dot{u}(t) \rightarrow 0$ as $t \rightarrow \pm \infty$ if $u(t)$ is a critical point of $I$. We can easily deduce from (2.5) that $L(t) u-\nabla W(t, u)$ is the weak derivative of $\dot{u}$. Since $E \subset C^{0}\left(\mathbb{R}, \mathbb{R}^{N}\right)$ (the space of continuous functions), $W \in C^{1}\left(\mathbb{R} \times \mathbb{R}^{N}, \mathbb{R}\right)$ and $L \in C\left(\mathbb{R}, \mathbb{R}^{N^{2}}\right)$, we know $u$ is indeed in $C^{2}\left(\mathbb{R}, \mathbb{R}^{N}\right)$. Obviously,

$$
\begin{equation*}
\int_{t}^{t+\theta}|u(s)|^{q} d s \leq \theta^{\frac{2-q}{2}}\left(\int_{t}^{t+\theta}|u(s)|^{2} d s\right)^{\frac{q}{2}} \rightarrow 0 \quad \text { as }|t| \rightarrow+\infty \tag{2.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{t}^{t+\theta}|\dot{u}(s)|^{q} d s \leq \theta^{\frac{2-q}{2}}\left(\int_{t}^{t+\theta}|\dot{u}(s)|^{2} d s\right)^{\frac{q}{2}} \rightarrow 0 \quad \text { as }|t| \rightarrow+\infty \tag{2.10}
\end{equation*}
$$

for any $\theta \in \mathbb{R}$. It follows from (2.3) that $u(t) \rightarrow 0$ as $|t| \rightarrow+\infty$. In order to prove $\dot{u}(t) \rightarrow 0$ as $|t| \rightarrow+\infty$, we show a useful estimate as follow. For any $b \in[1,2]$, it follows from (W0) and (2.1) that

$$
\begin{align*}
\int_{\mathbb{R}} & |\nabla W(t, u(t))|^{b} d t \\
& \leq \int_{\mathbb{R}} a^{b}(t)|u(t)|^{b(\mu-1)} d t \\
& =\int_{\mathbb{R}}\left(\frac{a(t)}{(l(t))^{k}}\right)^{b}(l(t))^{b k}|u(t)|^{b(\mu-1)} d t \\
& \leq\left(\int_{\mathbb{R}}\left(\frac{a(t)}{(l(t))^{k}}\right)^{\gamma} d t\right)^{\frac{b}{\gamma}}\left(\int_{\mathbb{R}}(l(t))^{\frac{b k \gamma}{\gamma-b}}|u(t)|^{\frac{b \gamma(\mu-1)}{\gamma-b}} d t\right)^{\frac{\gamma-b}{\gamma}} \\
& \leq\left(\int_{\mathbb{R}}\left(\frac{a(t)}{(l(t))^{k}}\right)^{\gamma} d t\right)^{\frac{b}{\gamma}}\left[\left(\int_{\mathbb{R}} l(t)|u(t)|^{2} d t\right)^{\frac{b k \gamma}{\gamma-b}}\left(\int_{\mathbb{R}}|u(t)|^{\frac{b \gamma(\mu-1-2 k)}{\gamma-b-b k \gamma}} d t\right)^{\frac{\gamma-b-b k \gamma}{\gamma-b}}\right]^{\frac{\gamma-b}{\gamma}} \\
& \leq\left(\int_{\mathbb{R}}\left(\frac{a(t)}{(l(t))^{k}}\right)^{\gamma} d t\right)^{\frac{b}{\gamma}} C_{\frac{b \gamma(\mu-1-2 k}{\gamma(\mu)}}^{\gamma-b-b k \gamma} \tag{2.11}
\end{align*} u \|^{b(\mu-1)} .
$$

Similarly, when $k=\frac{\gamma-b}{b \gamma}$,

$$
\begin{align*}
\int_{\mathbb{R}}|\nabla W(t, u(t))|^{b} d t & \leq \int_{\mathbb{R}} a^{b}(t)|u(t)|^{b(\mu-1)} d t \\
& =\int_{\mathbb{R}}\left(\frac{a(t)}{(l(t))^{\frac{\gamma-b}{b \gamma}}}\right)^{b}(l(t))^{\frac{\gamma-b}{\gamma}}|u(t)|^{b(\mu-1)} d t \\
& \leq\left(\int_{\mathbb{R}}\left(\frac{a(t)}{(l(t))^{\frac{\gamma-b}{b \gamma}}}\right)^{\gamma} d t\right)^{\frac{b}{\gamma}}\left(\int_{\mathbb{R}} l(t)|u(t)|^{\frac{b \gamma(\mu-1)}{\gamma-b}} d t\right)^{\frac{\gamma-b}{\gamma}} \\
& \leq\left(\int_{\mathbb{R}}\left(\frac{a(t)}{(l(t))^{\frac{\gamma-b}{b \gamma}}}\right)^{\gamma} d t\right)^{\frac{b}{\gamma}}\left[\|u\|_{\infty}^{\frac{b \gamma(\mu-1)}{\gamma-b}-2} \int_{\mathbb{R}} l(t)|u(t)|^{2} d t\right]^{\frac{\gamma-b}{\gamma}} \\
& \leq\left(\int_{\mathbb{R}}\left(\frac{a(t)}{(l(t))^{\frac{\gamma-b}{b \gamma}}}\right)^{\gamma} d t\right)^{\frac{b}{\gamma}} C_{\infty}^{b(\mu-1)-\frac{2(\gamma \gamma-b)}{\gamma}}\|u\|^{b(\mu-1)} . \tag{2.12}
\end{align*}
$$

The following proof is divided into two cases.
Case 1. (L1) holds with $b=2$. Let $\mathcal{A}$ be the self-adjoint extension of $-\left(d^{2} / d t^{2}\right)+L(t)$ with $\mathfrak{D}(\mathcal{A}) \subset L^{2}\left(\mathbb{R}, \mathbb{R}^{N}\right)$. Since we have (L2) and (i)(or (ii)) of (L1), similar to Lemma 2.3 in [5], $\mathfrak{D}(\mathcal{A})$ is continuously embedded in $W^{2,2}\left(\mathbb{R}, \mathbb{R}^{N}\right)$. Making estimates as (2.9) and (2.10), it follows from (2.4) that $\dot{u}(t) \rightarrow 0$ as $|t| \rightarrow+\infty$ if $u \in \mathfrak{D}(\mathcal{A})$. Subsequently, we show all the critical points of $I$ belong to $\mathfrak{D}(\mathcal{A})$. By (2.11) and (2.12) with $b=2$, we see $\|\mathcal{A} u\|_{L^{2}}^{2}=\int_{\mathbb{R}}|\nabla W(t, u(t))|^{2} d t<\infty$. Then $u \in \mathfrak{D}(\mathcal{A})$, which shows $u$ is a homoclinic solution for (1.1).
Case 2. (L3) holds with $b=q$. Since $u \in C^{2}\left(\mathbb{R}, \mathbb{R}^{N}\right)$, we deduce from (L3) and (2.4) that

$$
|\dot{u}(t)| \leq \delta^{\frac{1}{q^{*}}-1}\left(\int_{t}^{t+\delta}|\dot{u}(s)|^{q} d s\right)^{\frac{1}{q}}+\delta^{\frac{1}{q^{*}}}\left(\int_{t}^{t+\delta}|\ddot{u}(s)|^{q} d s\right)^{\frac{1}{q}} .
$$

By (2.10), we only need to consider $\int_{t}^{t+\delta}|\ddot{u}(s)|^{q} d s$. Similar to Lemma 3.1 in [22], (2.11) and (2.12), for any $\gamma \in\left(q, \frac{2 q}{2+q-q \mu}\right]$ and $k \in\left[0, \frac{\gamma-q}{q \gamma}\right]$

$$
\begin{aligned}
\int_{t}^{t+\delta} & |\ddot{u}(s)|^{q} d s \\
& \leq 2^{q-1} \int_{t}^{t+\delta}\left(|\nabla W(s, u(s))|^{q}+|L(s) u(s)|^{q}\right) d s \\
& \leq 2^{q-1} M_{1}\left(\int_{t}^{t+\delta}\left(\frac{a(s)}{(l(s))^{k}}\right)^{\gamma} d s\right)^{\frac{q}{\gamma}}\|u\|^{q(\mu-1)}+2^{q-1} \int_{t}^{t+\delta}\left|(L(s) u(s))^{T} L(s) u(s)\right|^{\frac{q}{2}} d s \\
& =2^{q-1} M_{1}\left(\int_{t}^{t+\delta}\left(\frac{a(s)}{(l(s))^{k}}\right)^{\gamma} d s\right)^{\frac{q}{\gamma}}\|u\|^{q(\mu-1)}+2^{q-1} \int_{t}^{t+\delta}\left|(u(s))^{T} L^{2}(s) u(s)\right|^{\frac{q}{2}} d s \\
& =2^{q-1} M_{1}\left(\int_{t}^{t+\delta}\left(\frac{a(s)}{(l(s))^{k}}\right)^{\gamma} d s\right)^{\frac{q}{\gamma}}\|u\|^{q(\mu-1)}+2^{q-1} \int_{t}^{t+\delta}\left|\left(L^{2}(s) u(s), u(s)\right)\right|^{\frac{q}{2}} d s \\
& \leq 2^{q-1} M_{1}\left(\int_{t}^{t+\delta}\left(\frac{a(s)}{(l(s))^{k}}\right)^{\gamma} d s\right)^{\frac{q}{\gamma}}\|u\|^{q(\mu-1)}+2^{q-1}\left[\sup _{s \geq t}|u(s)|^{q}\right] \int_{t}^{t+\delta} \hat{l}^{q}(s) d s \\
& \rightarrow 0 \text { as }|t| \rightarrow+\infty,
\end{aligned}
$$

where

$$
M_{1}= \begin{cases}C_{\frac{q \gamma(\mu-1-2 k)}{q(\mu-q-2 k \gamma}}^{q(\mu-q k \gamma}, & k \in\left[0, \frac{\gamma-q}{q \gamma}\right), \\ C_{\infty}^{q(\mu-1)-\frac{2(\gamma-q)}{\gamma}}, & k=\frac{\gamma-q}{q \gamma} .\end{cases}
$$

Thus $u$ is a homoclinic solution for (1.1).
In the next lemma, we show the functional $I$ satisfies the classical Palais-Smale ( $(P S)$ for short) condition. We say that $I$ satisfies the $(P S)$ condition, if any sequence $\left(u_{i}\right)_{i}$ in $E$ such that

$$
\left(I\left(u_{i}\right)\right)_{i} \text { is bounded and } I^{\prime}\left(u_{i}\right) \rightarrow 0
$$

admits a convergent subsequence.
Lemma 2.3. Under (L2), (W0) and (W1), I satisfies the (PS) condition.
Proof. Let $\left\{u_{i}\right\}_{i \in \mathbb{N}} \subset E$ be a sequence such that $\left\{I\left(u_{i}\right)\right\}_{i \in \mathbb{N}}$ is bounded and $I^{\prime}\left(u_{i}\right) \rightarrow 0$ as $i \rightarrow+\infty$. Then there exists $B>0$ such that $\left|I\left(u_{i}\right)\right| \leq B$. By (2.2), (2.7) and (2.8) with $\Lambda=\mathbb{R}$, we have

$$
\left\|u_{i}\right\|^{2}=2 I\left(u_{i}\right)+2 \int_{\mathbb{R}} W\left(t, u_{i}(t)\right) d t \leq 2 B+\frac{2 M_{2}}{\mu}\left(\int_{\mathbb{R}}\left(\frac{a(t)}{(l(t))^{k}}\right)^{\gamma} d t\right)^{\frac{1}{\gamma}}\left\|u_{i}\right\|^{\mu}
$$

where

$$
M_{2}= \begin{cases}C_{\frac{(\mu-2 k) \gamma}{\gamma-1-k \gamma}}^{\mu-2 k}, & k \in\left[0, \frac{\gamma-1}{\gamma}\right), \\ C_{\infty}^{\mu-\frac{2(\gamma-1)}{\gamma}}, & k=\frac{\gamma-1}{\gamma},\end{cases}
$$

which implies $\left\{u_{i}\right\}_{i \in \mathbb{N}}$ is bounded in $E$. Hence, there exists $u_{0} \in E$ (up to passing to a subsequence) such that $u_{i} \rightharpoonup u_{0}$ in $E$ and

$$
\begin{align*}
& \left\langle I^{\prime}\left(u_{i}\right)-I^{\prime}\left(u_{0}\right), u_{i}-u_{0}\right\rangle \\
& \quad=\left\|u_{i}-u_{0}\right\|^{2}-\int_{\mathbb{R}}\left(\nabla W\left(t, u_{i}(t)\right)-\nabla W\left(t, u_{0}(t)\right), u_{i}(t)-u_{0}(t)\right) d t \rightarrow 0 \tag{2.13}
\end{align*}
$$

as $i \rightarrow \infty$. Moreover, there exists $M_{3}>0$ such that

$$
\begin{equation*}
\sup _{j \in \mathbb{N}}\left\|u_{i}\right\|_{\infty} \leq M_{3} \quad \text { and } \quad\left\|u_{0}\right\|_{\infty} \leq M_{3} \tag{2.14}
\end{equation*}
$$

For any $\varepsilon>0$ it follows from (W0) that there exists $T>0$ such that

$$
\begin{equation*}
\left(\int_{|t|>T}\left(\frac{a(t)}{(l(t))^{k}}\right)^{\gamma} d t\right)^{\frac{1}{\gamma}}<\varepsilon \tag{2.15}
\end{equation*}
$$

It follows from (W0) and Sobolev's compact embedding theorem in bounded domain that

$$
\begin{align*}
& \int_{|t| \leq T}\left(\nabla W\left(t, u_{i}(t)\right)-\nabla W\left(t, u_{0}(t)\right), u_{i}(t)-u_{0}(t)\right) d t \\
& \leq \int_{|t| \leq T} a(t)\left(\left|u_{i}(t)\right|^{\mu-1}+\left|u_{0}(t)\right|^{\mu-1}\right)\left|u_{i}(t)-u_{0}(t)\right| d t \\
& \leq a_{0}\left(\left(\int_{|t| \leq T}\left|u_{i}(t)\right|^{\mu}\right)^{\frac{\mu-1}{\mu}}+\left(\int_{|t| \leq T}\left|u_{0}(t)\right|^{\mu}\right)^{\frac{\mu-1}{\mu}}\right)\left(\int_{|t| \leq T}\left|u_{i}(t)-u_{0}(t)\right|^{\mu}\right)^{\frac{1}{\mu}} \\
& \quad \leq \varepsilon \tag{2.16}
\end{align*}
$$

for $i$ large enough, where $a_{0}=\max _{|t| \leq T} a(t)$. By (W0), (2.7) and (2.8) with $\Lambda=\mathbb{R} \backslash[-T, T]$, one has

$$
\begin{align*}
\int_{|t|>T} & \left(\nabla W\left(t, u_{i}(t)\right)-\nabla W\left(t, u_{0}(t)\right), u_{i}(t)-u_{0}(t)\right) d t \\
& \leq \int_{|t|>T} \mid \nabla W\left(t, u_{i}(t)\right)-\nabla W\left(t, u_{0}(t) \| u_{i}(t)-u_{0}(t) \mid d t\right. \\
& \leq \int_{|t|>T} a(t)\left(\left|u_{i}(t)\right|^{\mu-1}+\left|u_{0}(t)\right|^{\mu-1}\right)\left(\left|u_{i}(t)\right|+\left|u_{0}(t)\right|\right) d t \\
& \leq 3 \int_{|t|>T} a(t)\left(\left|u_{i}(t)\right|^{\mu}+\left|u_{0}(t)\right|^{\mu}\right) d t \\
& \leq 3 M_{2}\left(\int_{|t|>T}\left(\frac{a(t)}{(l(t))^{k}}\right)^{\gamma} d t\right)^{\frac{1}{\gamma}}\left(\left\|u_{i}\right\|^{\mu}+\left\|u_{0}\right\|^{\mu}\right) \tag{2.17}
\end{align*}
$$

By the arbitrariness of $\varepsilon$, (2.15) and (2.17), we obtain

$$
\begin{equation*}
\int_{|t|>T}\left(\nabla W\left(t, u_{i}(t)\right)-\nabla W(t, u(t)), u_{i}(t)-u_{0}(t)\right) d t \rightarrow 0 \quad \text { as } i \rightarrow+\infty \tag{2.18}
\end{equation*}
$$

Together with (2.16), we obtain

$$
\int_{\mathbb{R}}\left(\nabla W\left(t, u_{i}(t)\right)-\nabla W(t, u(t)), u_{i}(t)-u_{0}(t)\right) d t \rightarrow 0 \quad \text { as } i \rightarrow+\infty
$$

Consequently, we infer from (2.13) and (2.18) that $\left\|u_{i}-u_{0}\right\| \rightarrow 0$ as $i \rightarrow+\infty$.
Proof of Theorem 1.1. By (2.2), (2.6) and (2.7) with $\Lambda=\mathbb{R}$, for any $u \in E$, we get

$$
\begin{aligned}
I(u) & =\frac{1}{2}\|u\|^{2}-\int_{\mathbb{R}} W(t, u(t)) d t \\
& \geq \frac{1}{2}\|u\|^{2}-\frac{1}{\mu} \int_{\mathbb{R}} a(t)|u(t)|^{\mu} d t \\
& \geq \frac{1}{2}\|u\|^{2}-\frac{M_{2}}{\mu}\left(\int_{\mathbb{R}}\left(\frac{a(t)}{(l(t))^{k}}\right)^{\gamma} d t\right)^{\frac{1}{\gamma}}\|u\|^{\mu},
\end{aligned}
$$

which implies that $I(u) \rightarrow+\infty$ as $\|u\| \rightarrow+\infty$. Thus $I$ is bounded from below and satisfies the $(P S)$ condition. Then there exists $\bar{u}$ such that $I(\bar{u})=c=\inf _{E} I(u)$. We also need to show that $\bar{u} \not \equiv 0$. Letting $\varphi \in C_{0}^{\infty}\left(\Omega, \mathbb{R}^{N}\right) \backslash\{0\}$ and $s>0$, it follows from (2.2) and (W2) that

$$
\begin{aligned}
I(s \varphi) & =\frac{s^{2}}{2}\|\varphi\|^{2}-\int_{\mathbb{R}} W(t, s \varphi(t)) d t \\
& =\frac{s^{2}}{2}\|\varphi\|^{2}-\int_{\Omega} W(t, s \varphi(t)) d t \\
& \leq \frac{s^{2}}{2}\|\varphi\|^{2}-\eta s^{\lambda} \int_{\Omega}|\varphi(t)|^{\lambda} d t,
\end{aligned}
$$

which implies $I(s \varphi)<0$ when $s>0$ small enough. Then we can deduce that $\inf _{E} I(u)<0$, which implies that $\bar{u} \not \equiv 0$.

Proof of Theorem 1.2. The only difference between Theorems 1.1 and 1.2 is the way to obtain the asymptotic behavior of the solutions for (1.1) at infinity. This has been shown in the proof of Lemma 2.2. The remaining part is similar to Theorem 1.1, we omit it here.

## Acknowledgements

This work is supported by Fundamental Research Funds for Central Universities (Doctoral Innovation Ability Enhancement Program, No. PHD2023-050), the Natural Science Foundation of Sichuan Province(2023NSFSC0073) and the Natural Science Foundation of Sichuan Province(2022NSFSC1821).

## References

[1] A. Aberqi, J. Bennouna, O. Benslimane, M. A. Ragusa, Existence results for double phase problem in Sobolev-Orlicz spaces with variable exponents in complete manifold, Mediterr. J. Math. 19(2022), No. 4, https://doi.org/10.1007/s00009-022-02097-0; MR4443109; Zbl 1491.35202
[2] G. Bao, Z. Han, M. Yang, Multiplicity of homoclinic solutions for second-order Hamiltonian systems, Electron. J. Differential Equations 2013, No. 151, 1-11. MR3084631; Zbl 1417.37216
[3] O. Bazighifan, M. A. Ragusa, Nonlinear equations of fourth-order with $p$-Laplacian like operators: Oscillation, methods and applications, Proc. Amer. Math. Soc. 150(2022), 1009-1020. https://doi.org/10.1090/proc/15794; MR4375700; Zbl 1496.34102
[4] N. Chems Eddine, M. A. Ragusa, Generalized critical Kirchhoff-type potential systems with Neumann boundary conditions, Appl. Anal. 101(2022), 3958-3988. https://doi. org/10.1080/00036811.2022.2057305; MR4462176; Zbl 1497.35227
[5] Y.-H., Ding, Existence and multiplicity results for homoclinic solutions to a class of Hamiltonian systems, Nonlinear Anal. 25(1995), 1095-1113. https://doi.org/10.1016/ 0362-546X (94)00229-B; MR1350732; Zbl 0840.34044
[6] M. Izydorek, J. Janczewska, Homoclinic solutions for a class of the second order Hamiltonian systems, J. Differential Equations 219(2005) 375-389. https://doi.org/10.1016/j . jde.2005.06.029; MR2183265; Zbl 1080.37067
[7] X. Lin, X. H. Tang, New conditions on homoclinic solutions for a subquadratic second order Hamiltonian system, Bound. Value Probl. 2015, 2015:111, 17 pp. https://doi.org/ 10.1186/s13661-015-0351-3; MR3360832; Zbl 1360.37156
[8] X. Lv, Infinitely many homoclinic solutions for a class of subquadratic second-order Hamiltonian systems, Appl. Math. Comput. 290(2016), 298-306. https://doi.org/10. 1016/j.amc.2016.06.014; MR3523432; Zbl 1410.34131
[9] X. Lv, Homoclinic solutions for a class of second-order Hamiltonian systems with locally defined potentials, Electron. J. Differential Equations 2017, No. 205, 1-7. MR3711158; Zbl 1373.37148
[10] X. Lv, Existence of Homoclinic solutions for a class of second-order Hamiltonian systems with locally subquadratic potentials, Qual. Theory Dyn. Syst. 19(2020), Paper No. 7, 7 pp. https://doi.org/10.1007/s12346-020-00343-y; MR4056875; Zbl 1508.37078
[11] Y. Lv, C.-L. Tang, Homoclinic orbits for second-order Hamiltonian systems with subquadratic potentials, Chaos Solitons Fractals 57(2013), 137-145. https://doi.org/10. 1016/j.chaos.2013.09.007; MR3128609; Zbl 1355.37080
[12] J. Sun, H. Chen, J. J. Nieto, Homoclinic solutions for a class of subquadratic secondorder Hamiltonian systems, J. Math. Anal. Appl. 373(2011), 20-29. https://doi.org/10. 1016/j.jmaa. 2010.06.038; MR2684454; Zbl 1230.37079
[13] X. H. Tang, X. Lin, Infinitely many homoclinic orbits for Hamiltonian systems with indefinite sign subquadratic potentials, Nonlinear Anal. 74(2011), 6314-6325. https:// doi.org/10.1016/j.na.2011.06.010; MR2833414; Zbl 1225.37071
[14] L.-L. Wan, Homoclinic solutions for second order Hamiltonian systems near the origin, Adv. Difference Equ. 2016(2016), 25. https://doi.org/10.1186/s13662-015-0703-4; MR3452948; Zbl 1419.34143
[15] D.-L. Wu, Homoclinic solutions for a class of asymptotically autonomous Hamiltonian systems with indefinite sign nonlinearities, Electron. J. Qual. Theory Differ. Equ. 2023, No. 31, 1-27. https://doi.org/10.14232/ejqtde.2023.1.31; MR4632283; Zbl 07742365
[16] D.-L. Wu, F. Li, H. Lin, Existence and nonuniqueness of solutions for a class of asymptotically linear nonperiodic Schrödinger equations, J. Fixed Point Theory Appl. 24(2022), No. 4, Paper No. 72, 16 pp. https://doi.org/10.1007/s11784-022-00975-4; MR4493764; Zbl 1500.35115
[17] M.-H. Yang, Z.-Q. Han, Infinitely many homoclinic solutions for second-order Hamiltonian systems with odd nonlinearities, Nonlinear Anal. 74(2011), 2635-2646. https: //doi.org/10.1016/j.na.2010.12.019; MR2776515; Zbl 1218.37082
[18] Q. Zhang, Homoclinic solutions for second order Hamiltonian systems with general potentials near the origin, Electron. J. Qual. Theory Differ. Equ. 2013, No. 54, 1-13. https: //doi.org/10.14232/ejqtde.2013.1.54; MR3104944; Zbl 1340.34158
[19] Q. Zhang, Homoclinic solutions for a class of second order Hamiltonian systems, Math. Nachr. 8(2015), No. 8-9, 1073-1081. https://doi.org/10.1002/mana.201200293; MR3357551; Zbl 1330.34073
[20] Q. Zhang, L. Chu, Homoclinic solutions for a class of second order Hamiltonian systems with locally defined potentials, Nonlinear Anal. 75(2012), 3188-3197. https://doi.org/ 10.1016/j.na.2011.12.018; MR2890980; Zbl 1243.37054
[21] Q. Zhang, C. Liu, Infinitely many homoclinic solutions for second order Hamiltonian systems, Nonlinear Anal. 72(2010), 894-903. https://doi.org/10.1016/j.na.2009.07. 021; MR2579355; Zbl 1178.37063
[22] Z. Zhang, T. Xiang, R. Yuan, Homoclinic solutions for subquadratic Hamiltonian systems without coercive conditions, Taiwanese J. Math. 18(2014), 1089-1105. https: //doi.org/10.11650/tjm.18.2014.3508; MR3245431; Zbl 1357.34082
[23] Z. Zhang, R. Yuan, Homoclinic solutions for a class of non-autonomous subquadratic second-order Hamiltonian systems, Nonlinear Anal. 71(2009), 4125-4130. https://doi. org/10.1016/j.na.2009.02.071; MR2536317; Zbl 1173.34330


[^0]:    ${ }^{\boxtimes}$ Corresponding author. Email: wudl2008@163.com

