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#### Abstract

In this paper, we look for solutions to the following critical Schrödinger system $$
\begin{cases}-\Delta u+\left(V_{1}+\lambda_{1}\right) u=|u|^{2^{*}-2} u+|u|^{p_{1}-2} u+\beta r_{1}|u|^{r_{1}-2} u|v|^{r_{2}} & \text { in } \mathbb{R}^{N}, \\ -\Delta v+\left(V_{2}+\lambda_{2}\right) v=|v|^{2^{*}-2} v+|v|^{p_{2}-2} v+\beta r_{2}|u|^{r_{1}}|v|^{r_{2}-2} v & \text { in } \mathbb{R}^{N},\end{cases}
$$ having prescribed mass $\int_{\mathbb{R}^{N}} u^{2}=a_{1}>0$ and $\int_{\mathbb{R}^{N}} v^{2}=a_{2}>0$, where $\lambda_{1}, \lambda_{2} \in \mathbb{R}$ will arise as Lagrange multipliers, $N \geqslant 3,2^{*}=2 N /(N-2)$ is the Sobolev critical exponent, $r_{1}, r_{2}>1, p_{1}, p_{2}, r_{1}+r_{2} \in\left(2+4 / N, 2^{*}\right)$ and $\beta>0$ is a coupling constant. Under suitable conditions on the potentials $V_{1}$ and $V_{2}, \beta_{*}>0$ exists such that the above Schrödinger system admits a positive radial normalized solution when $\beta \geqslant \beta_{*}$. The proof is based on comparison argument and minmax method.
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## 1 Introduction and main results

We study the following critical Schrödinger system

$$
\begin{cases}-\Delta u+\left(V_{1}+\lambda_{1}\right) u=|u|^{2^{*}-2} u+|u|^{p_{1}-2} u+\beta r_{1}|u|^{r_{1}-2} u|v|^{r_{2}} & \text { in } \mathbb{R}^{N},  \tag{1.1}\\ -\Delta v+\left(V_{2}+\lambda_{2}\right) v=|v|^{2^{*}-2} v+|v|^{p_{2}-2} v+\beta r_{2}|u|^{r_{1}}|v|^{r_{2}-2} v & \text { in } \mathbb{R}^{N},\end{cases}
$$

with prescribed mass

$$
\begin{equation*}
\int_{\mathbb{R}^{N}} u^{2}=a_{1}>0 \quad \text { and } \quad \int_{\mathbb{R}^{N}} v^{2}=a_{2}>0 \tag{1.2}
\end{equation*}
$$

where $\lambda_{1}, \lambda_{2} \in \mathbb{R}$ will arise as Lagrange multipliers, $N \geqslant 3,2^{*}=2 N /(N-2)$ is the Sobolev critical exponent, $r_{1}, r_{2}>1, p_{1}, p_{2}, r_{1}+r_{2} \in\left(2+4 / N, 2^{*}\right), V_{1}$ and $V_{2}$ are the potentials and $\beta>0$ is a coupling constant. Solutions of (1.1) with prescribed mass (1.2) are called as the normalized solutions in the literature.

[^0]The problem (1.1) comes from the research of solitary waves to the following system

$$
\left\{\begin{array}{l}
-\Delta \Phi_{1}+V_{1} \Phi_{1}-i \frac{\partial}{\partial t} \Phi_{1}=\left|\Phi_{1}\right|^{2^{*}-2} \Phi_{1}+\left|\Phi_{1}\right|^{p_{1}-2} \Phi_{1}+\beta r_{1}\left|\Phi_{1}\right|^{r_{1}-2} \Phi_{1}\left|\Phi_{2}\right|^{r_{2}}  \tag{1.3}\\
-\Delta \Phi_{2}+V_{2} \Phi_{2}-i \frac{\partial}{\partial t} \Phi_{2}=\left|\Phi_{2}\right|^{2^{*}-2} \Phi_{2}+\left|\Phi_{2}\right|^{p_{2}-2} \Phi_{2}+\beta r_{2}\left|\Phi_{1}\right|^{r_{1}}\left|\Phi_{2}\right|^{r_{2}-2} \Phi_{2} \\
\Phi_{j}=\Phi_{j}(x, t),(x, t) \in \mathbb{R}^{N} \times \mathbb{R}_{+}, \quad j=1,2,
\end{array}\right.
$$

where $t$ denotes the time, $i$ is imaginary unit, $\Phi_{j}$ is the wave function of the $j$ th component, $\beta$ is a coupling constant which describes the scattering length of the attractive and repulsive interaction. If $\beta>0$, then the interaction is attractive; if $\beta<0$, then the interaction is repulsive. Set $\Phi_{1}(x, t)=e^{i \lambda_{1} t} u(x)$ and $\Phi_{2}(x, t)=e^{i \lambda_{2} t} v(x)$. It is easy to see that a couple $\left(\Phi_{1}, \Phi_{2}\right)$ is the solution of (1.3) if and only if $(u, v)$ is the solution of (1.1). The system (1.3) appears in many physical problems, especially in nonlinear optics and the mean-field models for binary mixtures of Bose-Einstein condensation, see $[1,13,14]$ and reference therein for more physical background. An important, of course well known, feature of (1.3) is conservation of mass:

$$
\int_{\mathbb{R}^{N}}\left|\Phi_{j}(x, t)\right|^{2} d x=\int_{\mathbb{R}^{N}}\left|\Phi_{j}(x, 0)\right|^{2} d x, \quad t \in \mathbb{R}_{+}
$$

Physically, the mass represents the number of particles of each component in Bose-Einstein condensates.

The presence of the mass constraint makes some methods developed to deal with unconstrained problems unavailable, and a new critical exponent appears, the mass critical exponent $2+4 / N \in\left(2,2^{*}\right)$. In the mass subcritical case, the Schrödinger equation are usually considered by the minimization arguments, we refer the readers to $[8,9,29]$. As far as we are aware, the mass supercritical case was first considered by Jeanjean in [21], for the Schrödinger equation. The key idea is to obtain mountain pass solution on $S_{a}$ by constructing the mountain pass structure on a natural constraint related to the Pohozaev identity. Much work has been done extensively on the normalized solutions to the Schrödinger equation in in the last decades by variational methods. Since numerous contributions flourished within this topic and we just mention, among many possible numerous choices, [23,30,31]. For the nonautonomous Schrödinger equations, we refer the readers to [20,33] when mass subcritical case occurs and [ $5,12,28]$ when mass supercritical case occurs.

The existence and multiplicity of normalized solutions to the Schrödinger systems also attracted much attention of researchers in recent decades, see [2-4,6,7,10,17,18,22,25-27] and reference therein. In particular, for the Schrödinger system

$$
\begin{cases}-\Delta u+\lambda_{1} u=\mu_{1}|u|^{p-2} u+v_{1}|u|^{p_{1}-2} u+\beta r_{1}|u|^{r_{1}-2} u|v|^{r_{2}} & \text { in } \mathbb{R}^{N},  \tag{1.4}\\ -\Delta v+\lambda_{2} v=\mu_{2}|v|^{p-2} v+v_{2}|v|^{p_{2}-2} v+\beta r_{2}|u|^{r_{1}}|v|^{r_{2}-2} v & \text { in } \mathbb{R}^{N},\end{cases}
$$

when $N \geqslant 3, v_{1}=v_{2}=0, p=4$ and $r_{1}=r_{2}=2$, the existence and multiplicity of normalized solutions to (1.4) are studied in [4,6,7]; when $N=3,4, \mu_{1}=\mu_{2}=0, r_{1}, r_{2}>1, p_{1}, r_{1}+r_{2} \in$ $\left(2,2^{*}\right)$ and $p_{2} \in\left(2,2^{*}\right], \mathrm{Li}$ and Zou in [22] studied the geometry of the associated Pohozaev manifold and obtained a normalized solution to (1.4); when $N=4, p=3, p_{1}, p_{2} \in(2,4)$ and $r_{1}=r_{2}=2$, the coupling terms are the Sobolev critical case, Luo et al. in [27] considered the existence, nonexistence and asymptotic behavior of normalized solutions to (1.4); when $N=3,4, r_{1}, r_{2}>1, p=2^{*}$ and $p_{1}, p_{2}, r_{1}+r_{2} \in\left(2+4 / N, 2^{*}\right]$, recently, Liu and Fang in [26] obtained the existence and nonexistence of normalized solutions to system (1.4).

To the best of our knowledge, a few studies have addressed the existence of normalized solutions to Schrödinger system with potential. We know only [10,25], in which they considered
the mass subcritical case. There is no work concerning normalized solutions to Schrödinger systems with mass supercritical, Sobolev critical and potential. This problem is more complicated and stimulating by the fact that both the potential and the critical term are present, which is the focus of this article. Specifically, in this paper, we consider Schrödinger system (1.1) with weakly attractive potentials, that is,

$$
V_{i}(x) \leqslant \underset{|x| \rightarrow \infty}{\limsup } V_{i}(x)<\infty, \quad i=1,2,
$$

and obtain a positive radial normalized solution. For the weakly repulsive potentials, that is,

$$
V_{i}(x) \geqslant \liminf _{|x| \rightarrow \infty} V_{i}(x)>-\infty, \quad i=1,2,
$$

does the system (1.1) have a normalized solution? This still is an open problem.
Precisely, $V_{i} \in C^{1}\left(\mathbb{R}^{N}\right)$ fulfills
$\left(\mathrm{H}_{1}\right) \lim _{|x| \rightarrow \infty} V_{i}(x)=\sup _{x \in \mathbb{R}^{N}} V_{i}(x)=0$ and there exists $\tau_{i} \in[0,1 / 2)$ such that $\left|V_{i}\right|_{N / 2} \leqslant \tau_{i} S$, where

$$
\begin{equation*}
S=\inf _{u \in D^{1,2}\left(\mathbb{R}^{N}\right) \backslash\{0\}} \frac{\int_{\mathbb{R}^{N}}|\nabla u|^{2}}{\left(\int_{\mathbb{R}^{N}}|u|^{2}\right)^{2 / 2^{*}}} ; \tag{1.5}
\end{equation*}
$$

$\left(\mathrm{H}_{2}\right)$ set $W_{i}(x):=\left(\nabla V_{i}(x) \cdot x\right) / 2, W_{i} \in C^{1}\left(\mathbb{R}^{N}\right), \lim _{|x| \rightarrow \infty} W_{i}(x)=0$ and there exists $\theta_{i} \in[0,1)$ with $\left(1-\tau_{i}\right) / 2-\left(1+\theta_{i}\right) /\left(\min \left\{\gamma_{p_{1}} p_{1}, \gamma_{p_{2}} p_{2}, \gamma_{r} r\right\}\right)>0$ such that $\left|W_{i}\right|_{N / 2} \leqslant \theta_{i} S$, where $\gamma_{q}=N(q-2) /(2 q)$.
$\left(\mathrm{H}_{3}\right)$ set $Y_{i}(x):=\gamma_{p_{i}} p_{i} W_{i}(x)+Z_{i}(x)$, where $Z_{i}(x):=\nabla W_{i}(x) \cdot x$ and $Z_{i} \in L^{s}\left(\mathbb{R}^{N}\right)$ for some $s \in[N / 2, \infty]$, there exists $\rho_{i} \in\left[0, \gamma_{p_{i}} p_{i}-2\right)$ such that $\left|Y_{i,+}\right|_{N / 2} \leqslant \rho_{i} S$ for any $u \in E_{i}$, where $Y_{i,+}=\max \left\{Y_{i}, 0\right\}$.

An example satisfying the conditions $\left.\left(\mathrm{H}_{1}\right)-\mathrm{H}_{3}\right)$ is $V_{i}(x)=-\frac{b}{|x|^{c}+1}, x \in \mathbb{R}^{N}$ with constant $c>2$ and suitable small constant $b$. Obviously, $V=0$ also satisfies the conditions $\left(\mathrm{H}_{1}\right)-\left(\mathrm{H}_{3}\right)$. Hence, the following theorem includes the autonomous case $V=0$.

Normalized solutions of (1.1) can be found as critical points of the $C^{1}$ functional

$$
\begin{aligned}
I(u, v)= & \frac{1}{2} \int_{\mathbb{R}^{N}}\left(|\nabla u|^{2}+|\nabla v|^{2}+V_{1} u^{2}+V_{2} v^{2}\right)-\frac{1}{2^{*}} \int_{\mathbb{R}^{N}}\left(|u|^{2^{*}}+|v|^{2^{*}}\right) \\
& -\frac{1}{p_{1}} \int_{\mathbb{R}^{N}}|u|^{p_{1}}-\frac{1}{p_{2}} \int_{\mathbb{R}^{N}}|v|^{p_{2}}-\beta \int_{\mathbb{R}^{N}}|u|^{r_{1}}|v|^{r_{2}},(u, v) \in E_{1} \times E_{2},
\end{aligned}
$$

on

$$
S_{a_{1}} \times S_{a_{2}}:=\left\{(u, v) \in E_{1} \times E_{2}: \int_{\mathbb{R}^{N}} u^{2}=a_{1}, \int_{\mathbb{R}^{N}} v^{2}=a_{2}\right\},
$$

with Lagrange multipliers $\lambda_{1}, \lambda_{2} \in \mathbb{R}$. Here

$$
E_{i}:=\left\{u \in H_{r}^{1}\left(\mathbb{R}^{N}\right): \int_{\mathbb{R}^{N}} V_{i} u^{2}<\infty\right\}, \quad i=1,2
$$

and $H_{r}^{1}\left(\mathbb{R}^{N}\right)$ is the usual radial Sobolev space. The norm of $E_{i}$ is defined by

$$
\|u\|_{i}=\left(\int_{\mathbb{R}^{N}}\left(|\nabla u|^{2}+V_{i} u^{2}+u^{2}\right)\right)^{1 / 2}, \quad u \in E_{i}, i=1,2
$$

which is equivalent to the usual norm $\|u\|_{H^{1}\left(\mathbb{R}^{N}\right)}=\left(\int_{\mathbb{R}^{N}}\left(|\nabla u|^{2}+u^{2}\right)\right)^{1 / 2}$ due to the condition $\left(\mathrm{H}_{1}\right)$. The solution $(u, v) \in S_{a_{1}} \times S_{a_{2}}$ is called a positive radial normalized solution of (1.1) if $u>0$ and $v>0$.

Now we state our main results.
Theorem 1.1. Let $N=3,4, r_{1}, r_{2}>1, p_{1}, p_{2}, r_{1}+r_{2} \in\left(2+4 / N, 2^{*}\right), \beta>0$ and $\left(H_{1}\right)-\left(H_{3}\right)$ hold. Then there exists $\beta_{*}>0$ such that the system (1.1) has a positive radial normalized solution $(u, v) \in S_{a_{1}} \times S_{a_{2}}$ with $\lambda_{1}, \lambda_{2}>0$ when $\beta \geqslant \beta_{*}$.

## Remark 1.2.

(i) This seems to be the first study to consider the existence of normalized solutions to Schrödinger system with critical exponent and weakly attractive potentials;
(ii) To simplify, note that $r:=r_{1}+r_{2}$. In the proof of Theorem 1.1, we discuss three cases, that is, $p_{1}=\min \left\{p_{1}, p_{2}, r\right\}, p_{2}=\min \left\{p_{1}, p_{2}, r\right\}$ and $r=\min \left\{p_{1}, p_{2}, r\right\}$.

Since the scalar setting will of course be relevant when dealing with system, it is necessary to study firstly some related results of scalar equations. When $\beta=0$, (1.1) turns to be the scalar equations

$$
\begin{equation*}
-\Delta u+\left(V_{i}+\lambda_{i}\right) u=|u|^{2^{*}-2} u+|u|^{p_{i}-2} u \quad \text { in } \mathbb{R}^{N}, i=1,2 \tag{1.6}
\end{equation*}
$$

Normalized solutions of (1.6) can be found as critical points of the $C^{1}$ functional

$$
J_{V_{i}}(u)=\frac{1}{2} \int_{\mathbb{R}^{N}}\left(|\nabla u|^{2}+V_{i} u^{2}\right)-\frac{1}{2^{*}} \int_{\mathbb{R}^{N}}|u|^{2^{*}}-\frac{1}{p_{i}} \int_{\mathbb{R}^{N}}|u|^{p_{i}}, \quad u \in E_{i}
$$

on

$$
S_{a_{i}}:=\left\{u \in E_{i}: \int_{\mathbb{R}^{N}} u^{2}=a_{i}\right\}
$$

Moreover, $u_{a_{i}}$ is a ground state normalized solution to (1.6) on $S_{a_{i}}$ if $\left.J_{V_{i}}\right|_{S_{a_{i}}} ^{\prime}\left(u_{a_{i}}\right)=0$ and

$$
J_{V_{i}}\left(u_{a_{i}}\right)=\inf \left\{J_{V_{i}}(v):\left.v \in S_{a_{i}} J_{V_{i}}\right|_{S_{a_{i}}} ^{\prime}(v)=0\right\}
$$

Here comes our second main result.
Theorem 1.3. Let $N=3,4, i=1$ or $i=2, p_{i} \in\left(2+4 / N, 2^{*}\right)$ and $\left(H_{1}\right)-\left(H_{3}\right)$ hold. Then the equation (1.6) has a positive radial ground state normalized solution $u_{a_{i}} \in S_{a_{i}}$ with $\lambda_{i}>0$.

Remark 1.4. This is probably the first result to consider the existence of normalized solutions to Schrödinger equation with critical exponent and weakly attractive potentials.

To obtain normalized solution of (1.6), as [12,21,23], we introduce the Pohozaev set

$$
\mathcal{P}_{a_{i}, V_{i}}=\left\{u \in S_{a_{i}}: P_{V_{i}}(u)=0\right\}
$$

where

$$
P_{V_{i}}(u)=\int_{\mathbb{R}^{N}}|\nabla u|^{2}-\int_{\mathbb{R}^{N}} W_{i} u^{2}-\int_{\mathbb{R}^{N}}|u|^{2^{*}}-\gamma_{p_{i}} \int_{\mathbb{R}^{N}}|u|^{p_{i}}, \quad u \in E_{i}
$$

As a matter of fact, the condition $P_{V_{i}}(u)=0$ obtained in Lemma 2.1 is the linear combination of Nehari and Pohozaev identities. Furthermore, $J$ is bounded from below on $\mathcal{P}_{a_{i}, V}$, , see Lemma 2.5 (iv). Hence, for $a_{i}>0$, define

$$
\begin{equation*}
m_{V_{i}}\left(a_{i}\right):=\inf _{\mathcal{P}_{a_{i}, ~}, V_{i}} J_{V_{i}} \tag{1.7}
\end{equation*}
$$

and consider the reachability of $m_{V_{i}}\left(a_{i}\right)$. Inspired by $[12,33]$, we need use the comparison arguments between $m_{V_{i}}\left(a_{i}\right)$ and that to the limit equation

$$
\begin{equation*}
-\Delta u+\lambda_{i} u=|u|^{2^{*}-2} u+|u|^{p_{i}-2} u \quad \text { in } \mathbb{R}^{N} . \tag{1.8}
\end{equation*}
$$

The analogue corresponding (1.8) are denoted by $J_{\infty}, P_{\infty}, \mathcal{P}_{a_{i}, \infty}$ and $m_{\infty}\left(a_{i}\right)$. Soave in [31, Theorem 1.1 and Section 6] obtained that $m_{\infty}\left(a_{i}\right) \in\left(0, S^{N / 2} / N\right)$ can be reached by $u_{a_{i}}$ when $N=3,4, a_{i}>0$ and $p_{i} \in\left(2+4 / N, 2^{*}\right)$, furthermore, $u_{a_{i}}$ is a real-valued, positive and radial.

The Gagliardo-Nirenberg inequality is the key point to study the above problems variationally. For $q \in[1, \infty),|u|_{q}=\left(\int_{\mathbb{R}^{N}}|u|^{q}\right)^{1 / q}$ stands for the norm in $L^{q}\left(\mathbb{R}^{N}\right)$.

Proposition 1.5. Let $N \geqslant 3$ and $u \in H^{1}\left(\mathbb{R}^{N}\right)$. Then there exists a constant $C(N, q)>0$ such that, for any $q \in\left[2,2^{*}\right]$, we have

$$
|u|_{q} \leqslant C(N, q)|\nabla u|_{2}^{\theta}|u|_{2}^{1-\theta},
$$

where $\theta \in[0,1]$ satisfies $1 / q=\theta / 2^{*}+(1-\theta) / 2$. In particular, when $q=2^{*}, C(N, q)=S^{-1 / 2}$.
In this article, $B_{R}$ denotes an open ball at 0 with radius of $R>0$ and $C, C_{1}, C_{2}, \ldots$ denote various positive constants whose exact values are irrelevant.

The paper is organized as follows. In Sections 2 and 4, we give some preliminary results about the scalar equation (1.6) and the system (1.1), respectively. The proofs of Theorems 1.3 and 1.1 are given in Sections 3 and 5, respectively.

## 2 Preliminaries about the scalar equation

In this section, without loss of generality, we may assume that $i=1$ and the potential $V_{1}$ satisfies $\left(H_{1}\right)-\left(H_{3}\right)$.

Lemma 2.1. If $u \in E_{1}$ is a weak solution to (1.6), then $P_{V_{1}}(u)=0$.
Proof. Let $u \in E_{1}$ be a weak solution of (1.6). We see that the following Nehari and Pohozaev identities hold

$$
\begin{gather*}
|\nabla u|_{2}^{2}+\int_{\mathbb{R}^{N}}\left(V_{1}+\lambda_{1}\right) u^{2}-|u|_{2^{*}}^{*^{*}}-|u|_{p_{1}}^{p_{1}}=0,  \tag{2.1}\\
\frac{N-2}{2}|\nabla u|_{2}^{2}+\frac{N}{2} \int_{\mathbb{R}^{N}}\left(V_{1}+\lambda_{1}\right) u^{2}+\int_{\mathbb{R}^{N}} W_{1} u^{2}-\frac{N}{2^{*}}|u|_{2^{*}}^{2^{*}}-\frac{N}{p_{1}}|u|_{p_{1}}^{p_{1}}=0 . \tag{2.2}
\end{gather*}
$$

Combining (2.1) and (2.2), we obtain $P_{V_{1}}(u)=0$.
Lemma 2.2. Assume that $N=3,4$ and $u \in E_{1}$ is a nonnegative solution of (1.6). Then, $u \geqslant 0$ and $u \neq 0$ implies that $\lambda_{1}>0$.

Proof. Since $u \neq 0$ satisfies

$$
-\Delta u=-\left(V_{1}+\lambda_{1}\right) u+|u|^{2^{*}-2} u+|u|^{p_{1}-2} u \quad \text { in } \mathbb{R}^{N},
$$

it follows from $u \geqslant 0$ that the right hand side is nonnegative if $\lambda_{1} \leqslant 0$, and by [19, Lemma A.2], we obtain $u=0$, which contradicts to the assumption $u \neq 0$. Hence, $\lambda_{1}>0$.

For $u \in E_{1}$ and $t \in \mathbb{R}$, we introduce the transformation $u^{t}(x):=e^{N t / 2} u\left(e^{t} x\right), x \in \mathbb{R}^{N}$, it is easy to check that $\left|u^{t}\right|_{2}=|u|_{2}$. We fix $u \neq 0$ and consider the continuous real valued function $f_{u}: \mathbb{R} \rightarrow \mathbb{R}$ with

$$
f_{u}(t):=J_{V_{1}}\left(u^{t}\right)=\frac{1}{2} e^{2 t}|\nabla u|_{2}^{2}+\frac{1}{2} \int_{\mathbb{R}^{N}} V_{1}\left(e^{-t} x\right) u^{2}-\frac{1}{2^{*}} e^{2^{*} t}|u|_{2^{*}}^{2^{*}}-\frac{1}{p_{1}} e^{\gamma_{p_{1}} p_{1} t}|u|_{p_{1}}^{p_{1}}
$$

and

$$
P_{V_{1}}\left(u^{t}\right)=e^{2 t}|\nabla u|_{2}^{2}-\int_{\mathbb{R}^{N}} W_{1}\left(e^{-t} x\right) u^{2}-e^{2^{*} t}|u|_{2^{*}}^{2^{*}}-\gamma_{p_{1}} e^{\gamma_{p_{1}} p_{1} t}|u|_{p_{1}}^{p_{1}} .
$$

By a simple calculation, we see that $P_{V_{1}}\left(u^{t}\right)=f_{u}^{\prime}(t)$.
Lemma 2.3. Fix $u \in S_{a_{1}}$. Then $J_{V_{1}}\left(u^{t}\right) \rightarrow 0^{+}$as $t \rightarrow-\infty$ and $J_{V_{1}}\left(u^{t}\right) \rightarrow-\infty$ as $t \rightarrow \infty$.
Proof. By the condition $\left(H_{1}\right)$, we have

$$
J_{V_{1}}\left(u^{t}\right) \geqslant \frac{1-\tau_{1}}{2} e^{2 t}|\nabla u|_{2}^{2}-\frac{1}{2^{*}} e^{2^{*} t}|u|_{2^{*}}^{*^{*}}-\frac{1}{p_{1}} e^{\gamma_{p_{1}} p_{1} t}|u|_{p_{1}}^{p_{1}}
$$

and

$$
J_{V_{1}}\left(u^{t}\right) \leqslant \frac{1}{2} e^{2 t}|\nabla u|_{2}^{2}-\frac{1}{2^{*}} e^{2^{*} t}|u|_{2^{*}}^{2^{*}}-\frac{1}{p_{1}} e^{\gamma_{p_{1}} p_{1} t}|u|_{p_{1}}^{p_{1}}
$$

it is easy to see that the conclusion holds.
Lemma 2.4. Let $D_{k}:=\left\{u \in S_{a_{1}}:|\nabla u|_{2}^{2} \leqslant k\right\}$. Then there exists $k_{0}>0$ such that $J_{V_{1}}(u)>0$ and $P_{V_{1}}(u)>0$ when $u \in D_{k_{0}}$.

Proof. By the conditions $\left(H_{1}\right)$ and $\left(H_{2}\right)$, (1.5) and the Gagliardo-Nirenberg inequalities, we have

$$
J_{V_{1}}(u) \geqslant \frac{1-\tau_{1}}{2}|\nabla u|_{2}^{2}-\frac{1}{2^{*}} S^{-2^{*} / 2}|\nabla u|_{2}^{2^{*}}-\frac{1}{p_{1}} C\left(N, p_{1}\right) a^{\left(1-\gamma_{p_{1}}\right) p_{1} / 2}|\nabla u|_{2}^{\gamma_{1} p_{1}}
$$

and

$$
P_{V_{1}}(u) \geqslant\left(1-\tau_{2}\right)|\nabla u|_{2}^{2}-S^{-2^{*} / 2}|\nabla u|_{2}^{2^{*}}-\gamma_{p_{1}} C\left(N, p_{1}\right) a^{\left(1-\gamma_{p_{1}}\right) p_{1} / 2}|\nabla u|_{2}^{\gamma_{p_{1}} p_{1}},
$$

it is easy to see that there exists $k_{0}>0$ small enough such that $J_{V_{1}}(u)>0$ and $P_{V_{1}}(u)>0$ for all $u \in D_{k_{0}}$.

Hence, we can define

$$
\bar{m}_{V_{1}}\left(a_{1}\right):=\inf _{\gamma \in \Gamma} \max _{t \in[0,1]} J_{V_{1}}(\gamma(t))>0,
$$

where $\Gamma=\left\{\gamma \in C\left([0,1], S_{a_{1}}\right): \gamma(0) \in D_{k_{0}} J_{V_{1}}(\gamma(1)) \leqslant 0\right\}, k_{0}$ is given by Lemma 2.4.
Consider the decomposition of $\mathcal{P}_{a_{1}, V_{1}}=\mathcal{P}_{a_{1}, V_{1}}^{+} \cup \mathcal{P}_{a_{1} V_{1}}^{0} \cup \mathcal{P}_{a_{1}, V_{1}}^{-}$and

$$
\begin{aligned}
& \mathcal{P}_{a_{1}, V_{1}}^{+}:=\left\{u \in \mathcal{P}_{a_{1}, V_{1}}: f_{u}^{\prime \prime}(0)>0\right\}, \\
& \mathcal{P}_{a_{1}, V_{1}}^{0}:=\left\{u \in \mathcal{P}_{a_{1}, V_{1}}: f_{u}^{\prime \prime}(0)=0\right\}, \\
& \mathcal{P}_{a_{1}, V_{1}}^{-}:=\left\{u \in \mathcal{P}_{a_{1}, V_{1}}: f_{u}^{\prime \prime}(0)<0\right\} .
\end{aligned}
$$

## Lemma 2.5.

(i) $\mathcal{P}_{a_{1}, V_{1}}=\mathcal{P}_{a_{1}, V_{1}}^{-}$;
(ii) for any $u \in S_{a_{1}}$, there exists a unique $t_{u}:=t(u) \in \mathbb{R}$ such that $u^{t_{u}} \in \mathcal{P}_{a_{1}, V_{1}}$, moreover, $J_{V_{1}}\left(u^{t_{u}}\right)=\max _{t \in \mathbb{R}} J_{V_{1}}\left(u^{t}\right) ;$
(iii) $J_{V_{1}}$ is coercive on $\mathcal{P}_{a_{1}, V_{1}}$, that is, $J_{V_{1}}(u) \rightarrow \infty$ for any $u \in \mathcal{P}_{a_{1}, V_{1}}$ with $\|u\| \rightarrow \infty$;
(iv) there exist constants $\delta, \sigma>0$ such that $|\nabla u|_{2} \geqslant \delta$ and $J_{V_{1}}(u) \geqslant \sigma$ for all $u \in \mathcal{P}_{a_{1}, V_{1}}$.

Proof. (i) Using $P_{V_{1}}(u)=0$ and the conditions $\left(\mathrm{H}_{2}\right)$ and $\left(\mathrm{H}_{3}\right)$, we have

$$
\begin{aligned}
f_{u}^{\prime \prime}(0) & =2|\nabla u|_{2}^{2}+\int_{\mathbb{R}^{N}} Z_{1} u^{2}-2^{*}|u|_{2^{*}}^{2^{*}}-\gamma_{p_{1}}^{2} p_{1}|u|_{p_{1}}^{p_{1}} \\
& =\int_{\mathbb{R}^{N}} \gamma_{1} u^{2}+\left(2-\gamma_{p_{1}} p_{1}\right)|\nabla u|_{2}^{2}+\left(\gamma_{p_{1}} p_{1}-2^{*}\right)|u|_{2^{*}}^{2^{*}} \\
& \leqslant\left(\rho_{1}+2-\gamma_{p_{1}} p_{1}\right)|\nabla u|_{2}^{2}<0
\end{aligned}
$$

Hence, $\mathcal{P}_{a_{1}, V_{1}}^{+}=\mathcal{P}_{a_{1}, V_{1}}^{0}=\varnothing$, which implies that $\mathcal{P}_{a_{1}, V_{1}}=\mathcal{P}_{a_{1}, V_{1}}^{-}$.
(ii) By Lemmas 2.3 and 2.4, we know that $\max _{t \in \mathbb{R}} J_{V_{1}}\left(u^{t}\right)$ is achieved at $t_{u} \in \mathbb{R}$ and $J_{V_{1}}\left(u^{t_{u}}\right)>0$. In view of $\partial_{t} J_{V_{1}}\left(u^{t}\right)=P_{V_{1}}\left(u^{t}\right)$, we see $P_{V_{1}}\left(u^{t_{u}}\right)=0$. Hence, $u^{t_{u}} \in \mathcal{P}_{a_{1}, V_{1}}$. Suppose that there exists another $t_{u}^{\prime} \in \mathbb{R}$ such that $u^{t_{u}^{\prime}} \in \mathcal{P}_{a_{1}, V_{1}}$. Then by Lemma 2.5 (i), we see that $t_{u}$ and $t_{u}^{\prime}$ are strict local maximum points of $f_{u}(t):=J\left(u^{t}\right)$. Without loss of generality, we assume that $t_{u}<t_{u}^{\prime}$. Hence, there exists $t_{u}^{\prime \prime} \in\left(t_{u}, t_{u}^{\prime}\right)$ such that $f_{u}\left(t_{u}^{\prime \prime}\right)=\min _{t \in\left[t_{u}, t_{u}^{\prime}\right]} f_{u}(t)$, and we have $f_{u}^{\prime}\left(t_{u}^{\prime \prime}\right)=0$ and $f_{u}^{\prime \prime}\left(t_{u}^{\prime \prime}\right) \geqslant 0$. Thus, $u^{t_{u}^{\prime \prime}} \in \mathcal{P}_{a_{1}, V_{1}}^{+} \cup \mathcal{P}_{a_{1}, V_{1}}^{0}$, which contradict to (i).
(iii) For $u \in \mathcal{P}_{a_{1}, V_{1}}$, by the conditions $\left(\mathrm{H}_{1}\right)$ and $\left(\mathrm{H}_{2}\right)$, we have

$$
\begin{align*}
J_{V_{1}}(u) & =J_{V_{1}}(u)-\frac{1}{\gamma_{p_{1}} p_{1}} P_{V_{1}}(u) \\
& \geqslant\left(\frac{1}{2}-\frac{1}{\gamma_{p_{1}} p_{1}}\right)|\nabla u|_{2}^{2}+\frac{1}{2} \int_{\mathbb{R}^{N}} V_{1} u^{2}+\frac{1}{\gamma_{p_{1}} p_{1}} \int_{\mathbb{R}^{N}} W_{1} u^{2} \\
& \geqslant\left(\frac{1-\tau_{1}}{2}-\frac{1+\theta_{1}}{\gamma_{p_{1}} p_{1}}\right)|\nabla u|_{2}^{2} \tag{2.3}
\end{align*}
$$

Hence, $J_{V_{1}}$ is coercive on $\mathcal{P}_{a_{1}, V_{1}}$.
(iv) If

$$
|\nabla u|_{2}<\min \left\{\left(\frac{1-\theta_{1}}{3 S^{2^{*} / 2}}\right)^{1 /\left(2^{*}-2\right)},\left(\frac{1-\theta_{1}}{3 \gamma_{p_{1}} C\left(N, p_{1}\right) a^{\left(1-\gamma_{p_{1}}\right) p_{1} / 2}}\right)^{1 /\left(\gamma_{p_{1}} p_{1}-2\right)}\right\}
$$

using the condition $\left(\mathrm{H}_{2}\right)$ and Proposition 1.5, we have

$$
\begin{aligned}
\Psi(u) & :=\int_{\mathbb{R}^{N}} W_{1} u^{2}+|u|_{2^{*}}^{2^{*}}+\gamma_{p_{1}}|u|_{p_{1}}^{p_{1}} \\
& \leqslant\left(\theta_{1}+S^{-2^{*} / 2}|\nabla u|_{2}^{2^{*}-2}+\gamma_{p_{1}} C\left(N, p_{1}\right) a^{\left(1-\gamma_{p_{1}}\right) p_{1} / 2}|\nabla u|_{2}^{\gamma_{p_{1}} p_{1}-2}\right)|\nabla u|_{2}^{2} \\
& \leqslant \frac{2+\theta_{1}}{3}|\nabla u|_{2}^{2}
\end{aligned}
$$

Now, we prove that there exists $\delta>0$ such that $|\nabla u|_{2} \geqslant \delta$ for all $u \in \mathcal{P}_{a_{1}, V_{1}}$. On the contrary, there exists $\left\{u_{n}\right\} \subset \mathcal{P}_{a_{1}, V_{1}}$ such that $\left|\nabla u_{n}\right|_{2} \rightarrow 0$, then, for $n$ large enough, we have

$$
0=P_{V_{1}}\left(u_{n}\right)=\left|\nabla u_{n}\right|_{2}^{2}-\Psi\left(u_{n}\right) \geqslant \frac{1-\theta_{1}}{3}\left|\nabla u_{n}\right|_{2}^{2}>0
$$

which is a contradiction. In view of (2.3), we see that there exists $\sigma>0$ such that $J_{V_{1}}(u) \geqslant \sigma$ for all $u \in \mathcal{P}_{a_{1}, V_{1}}$.

Lemma 2.6. $m_{V_{1}}\left(a_{1}\right)=\bar{m}_{V_{1}}\left(a_{1}\right)>0$. Moreover, there exist $\left\{v_{n}\right\} \subset S_{a_{1}}$ such that, as $n \rightarrow \infty$,

$$
\begin{equation*}
J_{V_{1}}\left(v_{n}\right) \rightarrow m_{V_{1}}\left(a_{1}\right),\left.\quad J_{V_{1}}\right|_{S_{a_{1}}} ^{\prime}\left(v_{n}\right) \rightarrow 0, \quad P_{V_{1}}\left(v_{n}\right) \rightarrow 0, \tag{2.4}
\end{equation*}
$$

and $v_{n}^{-} \rightarrow 0$ a.e. in $\mathbb{R}^{N}$.
Proof. For any $v \in \mathcal{P}_{a_{1}, V_{1}}$, there exist $t_{1}, t_{2} \in \mathbb{R}$ such that $v^{t_{1}} \in D_{k_{0}}$ and $J_{V_{1}}\left(v^{t_{2}}\right) \leqslant 0$. Set

$$
\gamma_{0}(t):=v^{(1-t) t_{1}+t t_{2}}, \quad t \in[0,1],
$$

then $\gamma_{0} \in \Gamma$ and $\max _{t \in[0,1]} J_{V_{1}}\left(\gamma_{0}(t)\right)=J_{V_{1}}(v)$ by Lemma 2.5 (ii), which implies $\bar{m}_{V_{1}}\left(a_{1}\right) \leqslant$ $m_{V_{1}}\left(a_{1}\right)$. Now, we prove that any path $\gamma$ in $\Gamma$ crosses $\mathcal{P}_{a_{1}, V_{1}}$. Using Lemma 2.4, for any $\gamma \in \Gamma$, $P_{V_{1}}(\gamma(0))>0$. On the other hand, by (2.3), $P_{V_{1}}(\gamma(1)) \leqslant \gamma_{p_{1}} p_{1} J_{V_{1}}(\gamma(1)) \leqslant 0$. Therefore, there exists $t_{0} \in(0,1]$ such that $P_{V_{1}}\left(\gamma\left(t_{0}\right)\right)=0$, which implies $\bar{m}_{V_{1}}\left(a_{1}\right) \geqslant m_{V_{1}}\left(a_{1}\right)$. Thus, $\bar{m}_{V_{1}}\left(a_{1}\right)=m_{V_{1}}\left(a_{1}\right)$. In view of Lemma 2.5 (iv), we see that $\bar{m}_{V_{1}}\left(a_{1}\right)=m_{V_{1}}\left(a_{1}\right)>0$.

Now, we recall the stretched functional introduced first in [21]:

$$
\tilde{J}_{V_{1}}: E_{1} \times \mathbb{R} \rightarrow \mathbb{R}, \quad(u, t) \mapsto J_{V_{1}}\left(u^{t}\right)
$$

and define

$$
\tilde{\Gamma}=\left\{g \in C\left([0,1], S_{a_{1}} \times \mathbb{R}\right): g(0) \in D_{k_{0}} \times\{0\}, g(1) \in J^{0} \times\{0\}\right\},
$$

where $k$ is given by Lemma 2.4 and $J^{0}:=\left\{u \in E_{1}: J_{V_{1}}(u) \leqslant 0\right\}$. If $\gamma \in \Gamma$, then $g:=(\gamma, 0) \in \tilde{\Gamma}$ and $\tilde{J}_{V_{1}}(g(t))=J_{V_{1}}(\gamma(t)), t \in[0,1]$. And if $g=\left(g_{1}, g_{2}\right) \in \tilde{\Gamma}$, then $\gamma:=g_{1}^{g_{2}} \in \Gamma$ and $J_{V_{1}}(\gamma(t))=$ $\tilde{J}_{V_{1}}(g(t)), t \in[0,1]$. Hence, we have

$$
\inf _{g \in \bar{\Gamma}} \max _{t \in[0,1]} \tilde{J}_{V_{1}}(g(t))=\bar{m}_{V_{1}}\left(a_{1}\right)=m_{V_{1}}\left(a_{1}\right) .
$$

Thus, using the Ekeland variational principle as in [21, Lemma 2.3], it follows that there exists a sequence $\left\{\left(u_{n}, t_{n}\right)\right\} \subset S_{a_{1}} \times \mathbb{R}$ such that, as $n \rightarrow \infty$,

$$
\tilde{J}_{V_{1}}\left(u_{n}, t_{n}\right) \rightarrow m_{V_{1}}\left(a_{1}\right),\left.\quad \tilde{J}_{V_{1}}\right|_{S_{a_{1}} \times \mathbb{R}} ^{\prime}\left(u_{n}, t_{n}\right) \rightarrow 0, \quad t_{n} \rightarrow 0 .
$$

Note $v_{n}:=u_{n}^{t_{n}}$. For any $w \in\left\{z \in H^{1}\left(\mathbb{R}^{N}\right): \int_{\mathbb{R}^{N}} v_{n} z=0\right\}$, setting $w_{n}:=w^{-t_{n}}$, then $\left(w_{n}, 0\right) \in$ $\left\{(z, t) \in H^{1}\left(\mathbb{R}^{N}\right) \times \mathbb{R}: \int_{\mathbb{R}^{N}} u_{n} z=0\right\}$. Hence,

$$
J_{V_{1}}\left(v_{n}\right) \rightarrow m_{V_{1}}\left(a_{1}\right), \quad\left\langle\left. J_{V_{1}}\right|_{s_{a_{1}}} ^{\prime}\left(v_{n}\right), w\right\rangle=\left\langle\left.\tilde{J}_{V_{1}}\right|_{s_{a} \times \mathbb{R}} ^{\prime}\left(u_{n}, t_{n}\right),\left(w_{n}, 0\right)\right\rangle .
$$

and by $\left\|w_{n}\right\| \leqslant 2\|w\|$ for $n$ enough large due to $t_{n} \rightarrow 0$, we have $\left.J_{V_{1}}\right|_{S_{a_{1}}} ^{\prime}\left(v_{n}\right) \rightarrow 0$. Moreover, by $\left\langle\left.\tilde{J}_{V_{1}}\right|_{a_{a_{1}} \times \mathbb{R}} ^{\prime}\left(u_{n}, t_{n}\right),(0,1)\right\rangle \rightarrow 0$, we see $P_{V_{1}}\left(v_{n}\right) \rightarrow 0$. Hence, (2.4) holds. Since $J_{V_{1}}\left(v_{n}\right)=$ $J_{V_{1}}\left(\left|v_{n}\right|\right), v_{n}^{-} \rightarrow 0$ a.e. in $\mathbb{R}^{N}$.

## 3 Proof of Theorem 1.3

In this section, the potential $V_{1} \neq 0$ and $V_{1}$ satisfies $\left(H_{1}\right)-\left(H_{3}\right)$. When $V_{1}=0$, we denote $J_{V_{1}}, P_{V_{1}}, \mathcal{P}_{a_{1}, V_{1}}$, and $m_{V_{1}}\left(a_{1}\right)$ by $J_{\infty}, P_{\infty}, \mathcal{P}_{a_{1}, \infty}$, and $m_{\infty}\left(a_{1}\right)$, respectively.

Before proving Theorem 1.1, we first consider the monotonicity of $m_{\infty}(\cdot)$.
Lemma 3.1. The map $m_{\infty}(\cdot)$ is decreasing on $\mathbb{R}_{+} \backslash\{0\}$.

Proof. Fix $a>a_{1}>0$. By [31, Theorem 1.1 and Section 6], there exists $u \in \mathcal{P}_{a_{1}, \infty}$ such that $J_{\infty}(u)=m_{\infty}\left(a_{1}\right)$. Set $v:=\left(a_{1} / a\right)^{(N-2) / 4} u\left(\left(a_{1} / a\right)^{1 / 2} \cdot\right)$. Then $|v|_{2}^{2}=a$, and by Lemma 2.5 (ii), there exists $t_{v} \in \mathbb{R}$ such that $v^{t_{v}} \in \mathcal{P}_{a, \infty}$. Moreover,

$$
\begin{gathered}
\left|\nabla v^{t_{v}}\right|_{2}^{2}=e^{2 t_{v}}|\nabla v|_{2}^{2}=e^{2 t_{v}}|\nabla u|_{2}^{2}=\left|\nabla u^{t_{v}}\right|_{2}^{2} \\
\left|v^{t_{v}}\right|_{2^{*}}^{2^{*}}=\left.e^{2^{*} t_{v}}|v|\right|_{2^{*}} ^{2^{*}}=e^{2^{*} t_{v}}|u|_{2^{*}}^{2^{*}}=\left|u^{t_{v}}\right|_{2^{*}}^{*} \\
\left|v^{t_{v}}\right|_{p_{1}}^{p_{1}}=e^{\gamma_{p_{1}} p_{1} t_{v}}|v|_{p_{1}}^{p_{1}}=e^{\gamma_{p_{1}} p_{1} t_{v}}\left(a_{1} / a\right)^{p_{1}\left(\gamma_{p_{1}}-1\right) / 2}|u|_{p_{1}}^{p_{1}}=\left(a_{1} / a\right)^{p_{1}\left(\gamma_{p_{1}}-1\right) / 2}\left|u^{t_{v}}\right|_{p_{1}}^{p_{1}} .
\end{gathered}
$$

Let

$$
\Psi\left(u, t_{v}\right):=\frac{1}{p_{1}} e^{\gamma_{p_{1}} p_{1} t_{v}}\left(1-\left(a_{1} / a\right)^{p_{1}\left(\gamma_{p_{1}}-1\right) / 2}\right)|u|_{p_{1}}^{p_{1}}<0 .
$$

Then, we can deduce that

$$
m_{\infty}(a) \leqslant J_{\infty}\left(v^{t_{v}}\right)=J_{\infty}\left(u^{t_{v}}\right)+\Psi\left(u, t_{v}\right)<J_{\infty}(u)=m_{\infty}\left(a_{1}\right),
$$

which indicate $m_{\infty}(\cdot)$ is decreasing on $\mathbb{R}_{+} \backslash\{0\}$.
Now, we present a key estimate for $m_{V_{1}}\left(a_{1}\right)$.
Lemma 3.2. One has that $m_{V_{1}}\left(a_{1}\right)<m_{\infty}\left(a_{1}\right)$.
Proof. By [31, Theorem 1.1 and Section 6], there exists a positive radial $v_{a_{1}} \in \mathcal{P}_{a_{1}, \infty}$ such that $J_{\infty}\left(v_{a_{1}}\right)=m_{\infty}\left(a_{1}\right)$. Using Lemma 2.5 (ii), there exists $t_{v_{a_{1}}}:=t\left(v_{a_{1}}\right)>0$ such that $v_{a_{1}}^{t_{a_{1}}} \in \mathcal{P}_{a_{1}, V_{1}}$. Since $V_{1} \leqslant 0$ and $V_{1} \neq 0$, it is easy to check that

$$
m_{V_{1}}\left(a_{1}\right) \leqslant J\left(v_{a_{1}}^{t_{a_{1}}}\right)<J_{\infty}\left(v_{a_{1}}^{t_{v_{1}}}\right) \leqslant \max _{t>0} J_{\infty}\left(v_{a_{1}}^{t}\right)=J_{\infty}\left(v_{a_{1}}\right)=m_{\infty}\left(a_{1}\right) .
$$

Proof of Theorem 1.3. In view of Lemma 2.6, we can obtain a sequence $\left\{u_{n}\right\} \subset S_{a_{1}}$ satisfying

$$
J_{V_{1}}\left(u_{n}\right) \rightarrow m\left(a_{1}\right),\left.\quad J_{V_{1}}\right|_{S_{a_{1}}} ^{\prime}\left(u_{n}\right) \rightarrow 0, \quad P_{V_{1}}\left(u_{n}\right) \rightarrow 0, \quad n \rightarrow \infty,
$$

and $u_{n}^{-} \rightarrow 0$ a.e. in $\mathbb{R}^{N}$, and by Lemma 2.5 (iii), it is easy to see that $\left\{u_{n}\right\}$ is bounded in $E_{1}$. Up to a subsequence, we assume that $u_{n} \rightharpoonup u_{a_{1}}$ in $E_{1}, u_{n} \rightarrow u_{a_{1}}$ in $L^{s}\left(\mathbb{R}^{N}\right)$, $s \in\left(2,2^{*}\right)$, a.e. in $\mathbb{R}^{N}$ and $u_{a_{1}} \geqslant 0$ a.e. in $\mathbb{R}^{N}$. Moreover, since $\left.J_{V_{1}}\right|_{S_{a_{1}}} ^{\prime}\left(u_{n}\right) \rightarrow 0$, by [32, Proposition 5.12], there exists $\lambda_{n} \in \mathbb{R}$ such that, for any $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$,

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}\left[\nabla u_{n} \cdot \nabla \varphi+\left(V_{1}+\lambda_{n}\right) u_{n} \varphi-\left|u_{n}\right|^{2^{*}-2} u_{n} \varphi-\left|u_{n}\right|^{p_{1}-2} u_{n} \varphi\right]=o_{n}(1)\|\varphi\| . \tag{3.1}
\end{equation*}
$$

Choosing $\varphi=u_{n}$, we deduce that $\left\{\lambda_{n}\right\}$ is bounded in $\mathbb{R}$, and hence up to a subsequence, $\lambda_{n} \rightarrow \lambda_{1} \in \mathbb{R}$. Now, we prove $u_{a_{1}} \neq 0$. If not, then $u_{n} \rightharpoonup 0$ in $H_{r}^{1}\left(\mathbb{R}^{N}\right)$ and $u_{n} \rightarrow 0$ in $L^{s}\left(\mathbb{R}^{N}\right), s \in\left(2,2^{*}\right)$. By Lemma 2.5 (ii), there exists $t_{n}:=t\left(u_{n}\right) \in \mathbb{R}$ such that $P_{\infty}\left(u_{n}^{t_{n}}\right)=0$ and $u_{n}^{t_{n}} \in \mathcal{P}_{a_{1}, \infty}$. By $P_{V_{1}}\left(u_{n}\right) \rightarrow 0$ and $J_{V_{1}}\left(u_{n}\right) \rightarrow m\left(a_{1}\right)$, we see that there exists $\delta>0$ such that $\left|\nabla u_{n}\right|_{2} \geqslant \delta$ for sufficient large $n$. Using $P_{V_{1}}\left(u_{n}\right) \rightarrow 0$ again, we can assume that $\left|u_{n}\right|_{2^{*}}^{2^{*}} \geqslant \delta^{2}$ for sufficient large $n$. In view of Lemma 2.5 (iv), we see that $\liminf _{n \rightarrow \infty} e^{t_{n}}>0$. If $t_{n} \rightarrow \infty$, then,

$$
\begin{align*}
0 & \leqslant e^{-2 t_{n}} J_{\infty}\left(u_{n}^{t_{n}}\right) \\
& =\frac{1}{2}\left|\nabla u_{n}\right|_{2}^{2}-\frac{1}{2^{*}} e^{\left(2^{*}-2\right) t_{n}}\left|u_{n}\right|_{2^{*}}^{*}-\frac{1}{p_{1}} e^{\left(\gamma_{p_{1}} p_{1}-2\right) t_{n}}\left|u_{n}\right| p_{p_{1}}^{p_{1}} \\
& \leqslant \frac{1}{2} C-\frac{1}{2^{*}} e^{\left(2^{*}-2\right) t_{n}} \delta^{2} \rightarrow-\infty, \tag{3.2}
\end{align*}
$$

which is a contradiction. Hence, $\left\{t_{n}\right\}$ is bounded in $\mathbb{R}$ and we can assume that $t_{n} \rightarrow t_{*} \in$ $(-\infty, \infty)$. Since $u_{n} \rightarrow 0$ in $L_{\text {loc }}^{2}\left(\mathbb{R}^{N}\right)$ and $\lim _{|x| \rightarrow \infty} W_{1}(x)=0$, we can obtain that

$$
\lim _{n \rightarrow \infty} \int_{\mathbb{R}^{N}} W_{1} u_{n}^{2}=0,
$$

and by $P_{V_{1}}\left(u_{n}\right) \rightarrow 0$, we have

$$
\begin{align*}
0 & =P_{\infty}\left(u_{n}^{t_{n}}\right) \\
& =e^{2 t_{n}} \int_{\mathbb{R}^{N}} W_{1} u_{n}^{2}+\left(e^{2 t_{n}}-e^{2^{*} t_{n}}\right)\left|u_{n}\right| 2_{2^{*}}^{*}+\gamma_{p_{1}}\left(e^{2 t_{n}}-e^{\gamma_{p_{1}} p_{1} t_{n}}\right)\left|u_{n}\right|_{p_{1}}^{p_{1}}+o_{n}(1) \\
& =\left(e^{2 t_{n}}-e^{2^{*} t_{n}}\right) \mid u_{n} 2_{2^{*}}+o_{n}(1) \tag{3.3}
\end{align*}
$$

which implies $t_{*}=0$. Therefore,

$$
m_{\infty}\left(a_{1}\right) \leqslant J_{\infty}\left(u_{n}^{t_{n}}\right)=J_{V_{1}}\left(u_{n}\right)+o_{n}(1)=m_{V_{1}}\left(a_{1}\right)+o_{n}(1),
$$

that is, $m_{\infty}\left(a_{1}\right) \leqslant m_{V_{1}}\left(a_{1}\right)$, this is impossible, and thus $u_{a_{1}} \neq 0$. Moreover, passing to the limit in (3.1) by the weak convergence, we infer that $u_{a_{1}}$ solves (1.6) with $\lambda=\lambda_{1}$, and by Lemma 2.2, we see that $\lambda_{1}>0$. Hence, $\left\langle J_{V_{1}}^{\prime}\left(u_{a_{1}}\right), u_{a_{1}}\right\rangle+\lambda_{1}\left|u_{a_{1}}\right|_{2}^{2}=0$ and $P_{V_{1}}\left(u_{a_{1}}\right)=0$, and by (2.3), we have $J_{V_{1}}\left(u_{a_{1}}\right)>0$.

Set $a:=\left|u_{a_{1}}\right|_{2}^{2}$. We claim that $a=a_{1}$. If not, then $b:=a_{1}-a \in\left(0, a_{1}\right)$ due to $a \leqslant a_{1}$. Let $v_{n}:=u_{n}-u_{a_{1}}$, then $v_{n} \rightharpoonup 0$ in $E_{1}$ and $v_{n} \rightarrow 0$ in $L_{\text {loc }}^{2}\left(\mathbb{R}^{N}\right)$, and by $\lim _{|x| \rightarrow \infty} V_{1}(x)=$ $\lim _{|x| \rightarrow \infty} W_{1}(x)=0$, we have

$$
\lim _{n \rightarrow \infty} \int_{\mathbb{R}^{N}} V_{1} v_{n}^{2}=\lim _{n \rightarrow \infty} \int_{\mathbb{R}^{N}} W_{1} v_{n}^{2}=0 .
$$

From the Brezis-Lieb lemma and (3.1), one have $\left|v_{n}\right|_{2}^{2}=b+o_{n}(1)$ and

$$
\begin{align*}
& J_{\infty}\left(v_{n}\right)=J_{V_{1}}\left(v_{n}\right)+o_{n}(1)=J_{V_{1}}\left(u_{n}\right)-J_{V_{1}}\left(u_{a_{1}}\right)+o_{n}(1)=m_{V_{1}}\left(a_{1}\right)-J_{V_{1}}\left(u_{a_{1}}\right)+o_{n}(1),  \tag{3.4}\\
& \left\langle J_{\infty}^{\prime}\left(v_{n}\right), v_{n}\right\rangle=\left\langle J_{V_{1}}^{\prime}\left(v_{n}\right), v_{n}\right\rangle+o_{n}(1) \\
& =\left\langle J_{V_{1}}^{\prime}\left(u_{n}\right), u_{n}\right\rangle-\left\langle J_{V_{1}}^{\prime}\left(u_{a_{1}}\right), u_{a_{1}}\right\rangle+o_{n}(1) \\
& =-\lambda_{1} a_{1}-\left\langle J_{V_{1}}^{\prime}\left(u_{a_{1}}\right), u_{a_{1}}\right\rangle+o_{n}(1) \\
& =-\lambda_{1} a_{1}+\lambda_{1} a+o_{n}(1)=-\lambda_{1} b+o_{n}(1),  \tag{3.5}\\
& P_{\infty}\left(v_{n}\right)=P_{V_{1}}\left(v_{n}\right)+o_{n}(1)=P_{V_{1}}\left(u_{n}\right)-P_{V_{1}}\left(u_{a_{1}}\right)+o_{n}(1)=o_{n}(1) . \tag{3.6}
\end{align*}
$$

We claim that

$$
\begin{equation*}
\liminf _{n \rightarrow \infty}\left|\nabla v_{n}\right|_{2}^{2}>0 . \tag{3.7}
\end{equation*}
$$

As a matter of fact, if not, then we may assume that $v_{n} \rightarrow 0$ in $D^{1,2}\left(\mathbb{R}^{N}\right)$ and hence in $L^{2^{*}}\left(\mathbb{R}^{N}\right)$ by the Sobolev inequality. We also have $\left|v_{n}\right|_{p_{1}} \rightarrow 0$ by the Gagliardo-Nirenberg inequality. Therefore, $\left\langle J_{\infty}^{\prime}\left(v_{n}\right), v_{n}\right\rangle \rightarrow 0$, and by (3.5), we have $b=0$, this is a contradiction. Thus, (3.7) holds. Using Lemma 2.5 (ii) again, there exists $t_{n}:=t\left(v_{n}\right) \in \mathbb{R}$ such that $P_{\infty}\left(v_{n}^{t_{n}}\right)=0$ and $v_{n}^{t_{n}} \in \mathcal{P}_{\left.\left|v_{n}\right|\right|_{2}, \infty}$. By Lemma 2.5 (iv) and (3.7), it is easy to see that $\lim _{\inf }^{n \rightarrow \infty}$ $e^{t_{n}}>0$. Since (3.6) and $P_{\infty}\left(v_{n}^{t_{n}}\right)=0$, by a similar proof as (3.2) and (3.3), we know that $\left\{t_{n}\right\}$ is bounded and $t_{n} \rightarrow 0$. Hence, by (3.4), we have

$$
m_{\infty}\left(\left|v_{n}\right|_{2}^{2}\right) \leqslant J_{\infty}\left(v_{n}^{t_{n}}\right)=J_{\infty}\left(v_{n}\right)+o_{n}(1)=m_{V_{1}}\left(a_{1}\right)-J_{V_{1}}\left(u_{a_{1}}\right)+o_{n}(1) .
$$

Noting that $m_{\infty}(\cdot)$ is decreasing in $\mathbb{R}_{+} \backslash\{0\}$ by Lemma 3.1, we have, for $n$ large enough,

$$
m_{\infty}\left(a_{1}\right)<m_{\infty}\left(\left|v_{n}\right|_{2}^{2}\right) \leqslant m_{V_{1}}\left(a_{1}\right)-J_{V_{1}}\left(u_{a}\right)+o_{n}(1)<m_{\infty}\left(a_{1}\right)-J_{V_{1}}\left(u_{a_{1}}\right)+o_{n}(1),
$$

which implies that $J_{V_{1}}\left(u_{a_{1}}\right) \leqslant 0$ contradicting to $J_{V_{1}}\left(u_{a_{1}}\right)>0$. Hence, $\left|u_{a_{1}}\right|_{2}^{2}=a=a_{1}$. Using $u_{n} \rightarrow u_{a_{1}}$ in $L_{\text {loc }}^{2}\left(\mathbb{R}^{N}\right)$ and $\lim _{|x| \rightarrow \infty} V_{1}(x)=\lim _{|x| \rightarrow \infty} W_{1}(x)=0$, we have

$$
\lim _{n \rightarrow \infty} \int_{\mathbb{R}^{N}} V_{1} u_{n}^{2}=\int_{\mathbb{R}^{N}} V_{1} u_{a_{1}}^{2}, \quad \lim _{n \rightarrow \infty} \int_{\mathbb{R}^{N}} W_{1} u_{n}^{2}=\int_{\mathbb{R}^{N}} W_{1} u_{a_{1}}^{2}
$$

and by $P_{V_{1}}\left(u_{a_{1}}\right)=0$, we deduce that

$$
\begin{aligned}
& J_{V_{1}}\left(u_{a_{1}}\right) \\
&=J_{V_{1}}\left(u_{a_{1}}\right)-\frac{1}{\gamma_{p_{1} p_{1}}} P_{V_{1}}\left(u_{a_{1}}\right) \\
&=\left(\frac{1}{2}-\frac{1}{\gamma_{p_{1}} p_{1}}\right)\left|\nabla u_{a_{1}}\right|_{2}^{2}+\frac{1}{2} \int_{\mathbb{R}^{N}} V_{1} u_{a_{1}}^{2}+\frac{1}{\gamma_{p_{1}} p_{1}} \int_{\mathbb{R}^{N}} W_{1} u_{a_{1}}^{2}+\left(\frac{1}{\gamma_{p_{1}} p_{1}}-\frac{1}{2^{*}}\right)\left|u_{a_{1}}\right| 2_{2^{*}}^{2^{*}} \\
& \leqslant \liminf _{n \rightarrow \infty}\left[\left(\frac{1}{2}-\frac{1}{\gamma_{p_{1}} p_{1}}\right)\left|\nabla u_{n}\right|_{2}^{2}+\frac{1}{2} \int_{\mathbb{R}^{N}} V_{1} u_{n}^{2}+\frac{1}{\gamma_{p_{1}} p_{1}} \int_{\mathbb{R}^{N}} W_{1} u_{n}^{2}+\left(\frac{1}{\gamma_{p_{1}} p_{1}}-\frac{1}{2^{*}}\right)\left|u_{n}\right| 2_{2^{*}}^{2 *}\right. \\
&=\lim _{n \rightarrow \infty} J_{V_{1}}\left(u_{n}\right)=m\left(a_{1}\right),
\end{aligned}
$$

in view of $m_{V_{1}}\left(a_{1}\right) \leqslant J_{V_{1}}\left(u_{a_{1}}\right)$, consequently, $J_{V_{1}}\left(u_{a_{1}}\right)=m_{V_{1}}\left(a_{1}\right)$. Using the strong maximum principle [16, Theorem 8.19], we see that $u_{a_{1}}>0$. Therefore, $u_{a_{1}}$ is a positive radial ground state normalized solution of (1.6).

## 4 Preliminaries about the system

In this section, we may assume that the potentials $V_{i}, i=1,2$ satisfy $\left(H_{1}\right)-\left(H_{3}\right)$.
First, we prove the following monotonicity result.
Lemma 4.1. The map $m_{V_{i}}(\cdot)$ is nonincreasing on $\mathbb{R}_{+} \backslash\{0\}$, where $m_{V_{i}}(a)$ is defined in (1.7), $i=1,2$.
Proof. Here, we only consider the case $i=1$. The case $i=2$ is similar to the case $i=1$. Fix $a>a_{1}>0$. By the definition of $m_{V_{1}}\left(a_{1}\right)$, there exists $u_{0} \in \mathcal{P}_{a_{1}, V_{1}}$ such that

$$
\begin{equation*}
J_{V_{1}}\left(u_{0}\right) \leqslant m_{V_{1}}\left(a_{1}\right)+\varepsilon / 3 . \tag{4.1}
\end{equation*}
$$

Let $\phi \in C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$ be a radial cut off function such that $\phi(x)=1$ when $x \in B_{1}, \phi(x)=0$ when $x \in B_{2}^{c}$. Set $u_{\delta}(x):=\phi(\delta x) u_{0}(x), x \in \mathbb{R}^{N}, \delta>0$. Then $u_{\delta} \in E_{1} \backslash\{0\}$ and $u_{\delta} \rightarrow u_{0}$ in $E_{1}$ as $\delta \rightarrow 0^{+}$. It follows from Lemma 2.5 (ii) that, for any $u \in S_{a_{1}}$, there exists a unique $t_{u}:=t(u) \in \mathbb{R}$ such that $u^{t_{u}} \in \mathcal{P}_{a_{1}, V_{1}}$. Moreover, the map $u \mapsto t_{u}$ is $C^{1}$ by the Implicit Function Theorem. Hence, $t\left(u_{\delta}\right) \rightarrow t\left(u_{0}\right)=0$ in $\mathbb{R}$ and $u_{\delta}^{t\left(u_{\delta}\right)} \rightarrow u_{0}$ in $E_{1}$ as $\delta \rightarrow 0^{+}$. Take a fixed $\delta>0$ small enough such that

$$
\begin{equation*}
J_{V_{1}}\left(u_{\delta}^{t\left(u_{\delta}\right)}\right) \leqslant J_{V_{1}}\left(u_{0}\right)+\varepsilon / 3 \tag{4.2}
\end{equation*}
$$

and take $\zeta \in C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$ such that $\operatorname{supp}(\zeta) \subset B_{1+4 / \delta} \backslash B_{4 / \delta}$. Set $\bar{\zeta}:=\left(a-\left|u_{\delta}\right|_{2}^{2}\right) /|\zeta|_{2}^{2} \zeta$. Then $|\bar{\zeta}|_{2}^{2}=a-\left|u_{\delta}\right|_{2}^{2}$ and $\operatorname{supp}(\bar{\zeta}) \cap \operatorname{supp}\left(u_{\delta}\right)=\varnothing$. For every $s \leqslant 0$, let $w_{s}:=u_{\delta}+\bar{\zeta}^{s}$, then $w_{s} \in S_{a}$ and there exists $t\left(w_{s}\right) \in \mathbb{R}$ such that $w_{s}^{t\left(w_{s}\right)} \in \mathcal{P}_{a, V_{1}}$. We claim that $t\left(w_{s}\right)$ is bounded from above as $s \rightarrow-\infty$. Suppose by contradiction that $t\left(w_{s}\right) \rightarrow \infty$ as $s \rightarrow-\infty$, and by $w_{s} \rightarrow u_{\delta} \neq 0$ a.e.
in $\mathbb{R}^{N}$, we deduce that $J_{V_{1}}\left(w_{s}^{t\left(w_{s}\right)}\right) \rightarrow-\infty$ as $s \rightarrow-\infty$. However, $J_{V_{1}}\left(w_{s}^{t\left(w_{s}\right)}\right)>0$ by Lemma 2.5 (ii). This is absurd. Hence, the claim holds. Since $s+t\left(w_{s}\right) \rightarrow-\infty$ as $s \rightarrow-\infty$, we have, as $s \rightarrow-\infty$,

$$
\begin{gathered}
\left|\nabla \bar{\zeta}^{s+t\left(w_{s}\right)}\right|_{2} \rightarrow 0, \quad \int_{\mathbb{R}^{N}} V_{1}\left(e^{-\left(s+t\left(w_{s}\right)\right)}\right) \bar{\zeta}^{2} \rightarrow 0, \\
\left|\bar{\zeta}^{s+t\left(w_{s}\right)}\right|_{2^{*}} \rightarrow 0, \quad\left|\bar{\zeta}^{s+t\left(w_{s}\right)}\right|_{p_{1}} \rightarrow 0 .
\end{gathered}
$$

Consequently, $J_{V_{1}}\left(\bar{\zeta}^{s+t\left(w_{s}\right)}\right) \leqslant \varepsilon / 3$ when $s<0$ small enough. Thus, by (4.2) and (4.1),

$$
\begin{aligned}
m_{V_{1}}(a) & \leqslant J_{V_{1}}\left(w_{s}^{t\left(w_{s}\right)}\right) \\
& =J_{V_{1}}\left(u_{\delta}^{t\left(w_{s}\right)}\right)+J_{V_{1}}\left(\bar{\zeta}^{s+t\left(w_{s}\right)}\right) \\
& \leqslant J_{V_{1}}\left(u_{\delta}^{t\left(u_{\delta}\right)}\right)+J_{V_{1}}\left(\bar{\zeta}^{s+t\left(w_{s}\right)}\right) \\
& \leqslant J_{V_{1}}\left(u_{0}\right)+2 \varepsilon / 3 \leqslant m_{V_{1}}\left(a_{1}\right)+\varepsilon,
\end{aligned}
$$

which implies $m_{V_{1}}(a) \leqslant m_{V_{1}}\left(a_{1}\right)$. Hence, the conclusion holds.
Lemma 4.2. Assume that $N=3,4$ and $(u, v) \in E_{1} \times E_{2}$ is a nonnegative solution of (1.1). Then, $u \geqslant 0$ and $u \neq 0$ imply that $\lambda_{1}>0 ; v \geqslant 0$ and $v \neq 0$ imply that $\lambda_{2}>0$.

Proof. Since $u \neq 0$ satisfies

$$
-\Delta u=-\left(V_{1}+\lambda_{1}\right) u+|u|^{2^{*}-2} u+|u|^{p_{1}-2} u+\beta r_{1}|u|^{r_{1}-2} u|v|^{r_{2}} \quad \text { in } \mathbb{R}^{N},
$$

it follows from $u \geqslant 0$ that the right hand side is nonnegative if $\lambda_{1} \leqslant 0$, and by [19, Lemma A.2], we obtain $u=0$, which contradicts to the assumption $u \neq 0$. Hence, $\lambda_{1}>0$. Similarly, we also can obtain that $v \geqslant 0$ and $v \neq 0$ implies that $\lambda_{2}>0$.

The following lemma is a version of the Brezis-Lieb lemma.
Lemma 4.3. Suppose that $N \geqslant 3, r_{1}, r_{2}>1$ and $r \in\left(2,2^{*}\right]$. If $\left(u_{n}, v_{n}\right) \rightharpoonup(u, v)$ in $E_{1} \times E_{2}$, then, $u p$ to a subsequence if you need,

$$
\lim _{n \rightarrow \infty} \int_{\mathbb{R}^{N}}\left(\left|u_{n}\right|^{r_{1}}\left|v_{n}\right|^{r_{2}}-\left|u_{n}-u\right|^{r_{1}}\left|v_{n}-v\right|^{r_{2}}-|u|^{r_{1}}|v|^{r_{2}}\right)=0 .
$$

Proof. See [11, Lemma 2.3] for the proof of the lemma.
Let $\eta: \mathbb{R} \times E_{1} \times E_{2} \rightarrow E_{1} \times E_{2}$,

$$
\eta(t, u, v):=\left(u^{t}, v^{t}\right)=\left(e^{N t / 2} u\left(e^{t} \cdot\right), e^{N t / 2} v\left(e^{t} \cdot\right)\right) .
$$

Then

$$
\begin{aligned}
I(\eta(t, u, v))= & \frac{e^{2 t}}{2}\left(|\nabla u|_{2}^{2}+|\nabla v|_{2}^{2}\right)+\frac{1}{2} \int_{\mathbb{R}^{N}}\left(V_{1}\left(e^{-t} x\right) u^{2}+V_{2}\left(e^{-t} x\right) v^{2}\right)-\frac{e^{2^{*} t}}{2^{*}}\left(|u|_{2^{*}}^{*}+|v|_{2^{*}}^{2^{*}}\right) \\
& -\frac{e^{\gamma_{p_{1}} p_{1} t}}{p_{1}}|u|_{p_{1}}^{p_{1}}-\frac{e^{\gamma_{p_{2}} p_{2} t}}{p_{2}}|v|_{p_{2}}^{p_{2}}-\beta e^{\gamma_{r} r t} \int_{\mathbb{R}^{N}}|u|^{r_{1}}|v|^{r_{2}} .
\end{aligned}
$$

Lemma 4.4. Fix $(u, v) \in S_{a_{1}} \times S_{a_{2}}$. Then $I(\eta(t, u, v)) \rightarrow 0^{+}$as $t \rightarrow-\infty$ and $I(\eta(t, u, v)) \rightarrow-\infty$ as $t \rightarrow \infty$.

Proof. The proof is standard, therefore it is omitted here.

Lemma 4.5. Let $D_{k}:=\left\{(u, v) \in S_{a_{1}} \times S_{a_{2}}:|\nabla u|_{2}^{2}+|\nabla v|_{2}^{2} \leqslant k\right\}$. Then there exists $k_{0}>0$ sufficiently small such that

$$
0<\sup _{(u, v) \in D_{k_{0}}} I<\inf _{(u, v) \in \partial D_{2 k_{0}}} I .
$$

Proof. For any $(u, v) \in S_{a_{1}} \times S_{a_{2}}$, using the condition $\left(\mathrm{H}_{1}\right)$, (1.5), the Gagliardo-Nirenberg and Hölder inequalities, we have

$$
\begin{aligned}
\int_{\mathbb{R}^{N}}\left(V_{1} u^{2}+V_{2} v^{2}\right) & \geqslant-\max \left\{\tau_{1}, \tau_{2}\right\}\left(|\nabla u|_{2}^{2}+|\nabla v|_{2}^{2}\right), \\
\frac{1}{2^{*}}\left(|u|_{2^{*}}^{2^{*}}+|v|_{2^{*}}^{2^{*}}\right) & \leqslant \frac{1}{2^{*} S^{2^{*} / 2}}\left(|\nabla u|_{2}^{2}+|\nabla v|_{2}^{2}\right)^{2^{*} / 2}, \\
\frac{1}{p_{1}}|u|_{p_{1}}^{p_{1}} \leqslant C_{1}|\nabla u|_{2}^{\gamma_{p_{1}} p_{1}} & \leqslant C_{1}\left(|\nabla u|_{2}^{2}+|\nabla v|_{2}^{2}\right)^{\gamma_{p_{1}} p_{1} / 2}, \\
\frac{1}{p_{2}}|v|_{p_{2}}^{p_{2}} \leqslant C_{2}|\nabla v|_{2}^{\gamma_{p_{2}} p_{2}} & \leqslant C_{2}\left(|\nabla u|_{2}^{2}+|\nabla v|_{2}^{2}\right)^{\gamma_{p_{2}} p_{2} / 2}
\end{aligned}
$$

and

$$
\begin{equation*}
\beta \int_{\mathbb{R}^{N}}|u|^{r_{1}}|v|^{r_{2}} \leqslant \beta|u|_{r}^{r_{1}}|v|_{r}^{r_{2}} \leqslant \beta C_{3}\left(|\nabla u|_{2}^{2}+|\nabla v|_{2}^{2}\right)^{\gamma_{r} / 2} \tag{4.3}
\end{equation*}
$$

where $C_{1}=C\left(N, p_{1}, a_{1}\right), C_{2}=C\left(N, p_{2}, a_{2}\right)$ and $C_{3}=C\left(N, r_{1}, r_{2}, a_{1}, a_{2}\right)$. Set $d:=|\nabla u|_{2}^{2}+|\nabla v|_{2}^{2}$. Then

$$
I(u, v) \geqslant \frac{1}{2}\left(1-\max \left\{\tau_{1}, \tau_{2}\right\}\right) d-\frac{1}{2^{*} S^{*} / 2} d^{2^{*} / 2}-C_{1} d^{\gamma_{p_{1}} p_{1} / 2}-C_{2} d^{\gamma_{p_{2}} p_{2} / 2}-\beta C_{3} d^{\gamma_{r} r / 2}
$$

Since $2^{*}, \gamma_{p_{1}} p_{1}, \gamma_{p_{2}} p_{2}, \gamma_{r} r>2$, it is easy to see that there exists $k_{0}>0$ small enough such that $I(u, v)>0$ for all $(u, v) \in D_{2 k_{0}}$. Fixing $\left(u_{1}, v_{1}\right) \in D_{k_{0}}$ and $\left(u_{2}, v_{2}\right) \in \partial D_{2 k_{0}}$, we have

$$
\begin{aligned}
& I\left(u_{2}, v_{2}\right)-I\left(u_{1}, v_{1}\right) \\
& \geqslant \frac{1}{2}\left(\left|\nabla u_{2}\right|_{2}^{2}+\left|\nabla v_{2}\right|_{2}^{2}\right)+\frac{1}{2} \int_{\mathbb{R}^{N}}\left(V_{1} u_{2}^{2}+V_{2} v_{2}^{2}\right)-\frac{1}{2^{*}}\left(\left|u_{2}\right|^{2^{*}}+\left|v_{2}\right|_{2}^{2^{*}}\right) \\
& \quad-\frac{1}{p_{1}} \int_{\mathbb{R}^{N}}\left|u_{2}\right|^{p_{1}}-\frac{1}{p_{2}} \int_{\mathbb{R}^{N}}\left|v_{2}\right|^{p_{2}}-\beta \int_{\mathbb{R}^{N}}\left|u_{2}\right|^{r_{1}}\left|v_{2}\right|^{r_{2}}-\frac{1}{2} \int_{\mathbb{R}^{N}}\left(\left|\nabla u_{1}\right|^{2}+\left|\nabla v_{1}\right|^{2}\right) \\
& \geqslant\left(\frac{1}{2}-\max \left\{\tau_{1}, \tau_{2}\right\}\right) k_{0}-\frac{1}{2^{*} S^{2^{*} / 2}}\left(2 k_{0}\right)^{2^{*} / 2}-C_{1}\left(2 k_{0}\right)^{\gamma_{p_{1}} p_{1} / 2}-C_{2}\left(2 k_{0}\right)^{\gamma_{p_{2}} p_{2} / 2}-\beta C_{3}\left(2 k_{0}\right)^{\gamma_{r} r / 2} \\
& \geqslant \\
& \frac{1}{4}\left(\frac{1}{2}-\max \left\{\tau_{1}, \tau_{2}\right\}\right) k_{0},
\end{aligned}
$$

for $k_{0}>0$ small enough. Thus, we can choose a sufficient small $k_{0}>0$ to satisfy the desired result.

Let $\tilde{u} \in S_{a_{1}}$ be the positive radial ground state normalized solution of (1.6) with $i=1$ and $\tilde{v} \in S_{a_{2}}$ be the positive radial ground state normalized solution of (1.6) with $i=2$. By Lemmas 4.4 and 4.5 , there exist $t_{1}, t_{2} \in \mathbb{R}$ with $t_{1}<-1<1<t_{2}$ such that

$$
e^{2 t_{1}}\left(|\nabla \tilde{u}|_{2}^{2}+|\nabla \tilde{v}|_{2}^{2}\right)<k, \quad I\left(\eta\left(t_{1}, \tilde{u}, \tilde{v}\right)\right)>0
$$

and

$$
e^{2 t_{2}}\left(|\nabla \tilde{u}|_{2}^{2}+|\nabla \tilde{v}|_{2}^{2}\right)>2 k, \quad I\left(\eta\left(t_{1}, \tilde{u}, \tilde{v}\right)\right) \leqslant 0
$$

Set

$$
\Gamma_{0}:=\left\{h \in C\left([0,1], S_{a_{1}} \times S_{a_{2}}\right): h(0)=\eta\left(t_{1}, \tilde{u}, \tilde{v}\right), h(1)=\eta\left(t_{2}, \tilde{u}, \tilde{v}\right)\right\} .
$$

Then $\Gamma_{0} \neq \varnothing$. In fact, set $h_{0}(t)=\eta\left((1-t) t_{1}+t t_{2}, \tilde{u}, \tilde{v}\right)$, then $h_{0} \in \Gamma_{0}$. Thus, we can define

$$
c_{\beta}\left(a_{1}, a_{2}\right):=\inf _{h \in \Gamma_{0}} \max _{t \in[0,1]} I(h(t)) .
$$

Clearly, $c_{\beta}\left(a_{1}, a_{2}\right)>0$.
Lemma 4.6. $\lim _{\beta \rightarrow \infty} c_{\beta}\left(a_{1}, a_{2}\right)=0$.
Proof. Since $h_{0} \in \Gamma_{0}$, we have

$$
\begin{aligned}
c_{\beta}\left(a_{1}, a_{2}\right) & \leqslant \max _{t \in[0,1]} I\left(h_{0}(t)\right) \\
& \leqslant \max _{t \geqslant 0}\left(\frac{1}{2} t^{2}\left(|\nabla \tilde{u}|_{2}^{2}+|\nabla \tilde{v}|_{2}^{2}\right)-\beta t^{\gamma_{r} r} \int_{\mathbb{R}^{N}}|\tilde{u}|^{r_{1}}|\tilde{v}|^{r_{2}}\right) \\
& =C \beta^{-2 /\left(\gamma_{r} r-2\right)} \rightarrow 0, \quad \beta \rightarrow \infty,
\end{aligned}
$$

where $C$ is a positive constant independent of $\beta$.

## 5 Proof of Theorem 1.1

In order to construct a bounded PS sequence of $I$ at the level $c_{\beta}\left(a_{1}, a_{2}\right)$. Adapting the approach from [21], we introduce the $C^{1}$-functional $\Phi: E_{1} \times E_{2} \times \mathbb{R} \rightarrow \mathbb{R}$ with $\Phi(u, v, t):=I(\eta(t, u, v))$ and define

$$
\tilde{c}_{\beta}\left(a_{1}, a_{2}\right):=\inf _{\tilde{h} \in \tilde{\Gamma}_{0}} \max _{t \in[0,1]} \Phi(\tilde{h}(t)),
$$

where $\tilde{\Gamma}_{0}=\left\{\tilde{h} \in C\left([0,1], S_{a_{1}} \times S_{a_{2}} \times \mathbb{R}\right): \tilde{h}(0)=\left(\eta\left(t_{1}, \tilde{u}, \tilde{v}\right), 0\right), \tilde{h}(1)=\left(\eta\left(t_{2}, \tilde{u}, \tilde{v}\right), 0\right)\right\}$. It is easy to prove that $c_{\beta}\left(a_{1}, a_{2}\right)=\tilde{c}_{\beta}\left(a_{1}, a_{2}\right)$. The next lemma is special case of [15, Theorem 4.5].

Lemma 5.1. Let $X$ be a Hilbert manifold, $F \in C^{1}(X, \mathbb{R})$ be a given functional, $K \subset X$ be compact and consider a subset

$$
\mathcal{D} \subset\{E \subset X: E \text { is compact, } K \subset E\}
$$

which is homotopy-stable, that is, it is invariant with respect to deformations leaving $K$ fixed. Assume that

$$
\max _{u \in K} F(u)<c:=\inf _{E \in \mathcal{D}} \max _{u \in E} F(u) \in \mathbb{R} .
$$

Let $\varepsilon_{n} \in \mathbb{R}, \varepsilon_{n} \rightarrow 0$ and $E_{n} \in \mathcal{D}$ be a sequence such that

$$
0 \leqslant \max _{u \in E_{n}} F(u)-c \leqslant \varepsilon_{n} .
$$

Then there exists a sequence $u_{n} \in X$ such that, for some constant $C>0$,

$$
\left|F\left(u_{n}\right)-c\right| \leqslant \varepsilon_{n}, \quad\left\|\left.F\right|_{X} ^{\prime}\left(u_{n}\right)\right\| \leqslant C \sqrt{\varepsilon_{n}}, \quad \operatorname{dist}\left(u_{n}, E_{n}\right) \leqslant C \sqrt{\varepsilon_{n}} .
$$

Lemma 5.2. Let $\left\{\tilde{h}_{n}\right\} \subset \tilde{\Gamma}_{0}$ be a sequence such that

$$
\max _{t \in[0,1]} \Phi\left(\tilde{h}_{n}(t)\right) \leqslant c_{\beta}\left(a_{1}, a_{2}\right)+\frac{1}{n} .
$$

Then there exist a sequence $\left(u_{n}, v_{n}, t_{n}\right) \in S_{a_{1}} \times S_{a_{2}} \times \mathbb{R}$ such that, as $n \rightarrow \infty$,

$$
\begin{equation*}
\Phi\left(u_{n}, v_{n}, t_{n}\right) \rightarrow c_{\beta}\left(a_{1}, a_{2}\right),\left.\quad \Phi\right|_{S_{a_{1}} \times S_{a_{2}} \times \mathbb{R}} ^{\prime}\left(u_{n}, v_{n}, t_{n}\right) \rightarrow 0, \tag{5.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\min _{t \in[0,1]}\left\|\left(u_{n}, v_{n}, t_{n}\right)-\tilde{h}_{n}(t)\right\|_{H^{1}\left(\mathbb{R}^{N}\right) \times \mathbb{R}} \rightarrow 0 \tag{5.2}
\end{equation*}
$$

Proof. This lemma follows directly from Lemma 5.1 applied to $\Phi$ with

$$
\begin{gathered}
X:=S_{a_{1}} \times S_{a_{2}} \times \mathbb{R}, \quad K:=\left\{\left(\eta\left(t_{1}, \tilde{u}, \tilde{v}\right), 0\right),\left(\eta\left(t_{2}, \tilde{u}, \tilde{v}\right), 0\right)\right\}, \\
\mathcal{D}:=\left\{\tilde{h}([0,1]): \tilde{h} \in \tilde{\Gamma}_{0}\right\}, \quad E_{n}:=\left\{\tilde{h}_{n}(t): t \in[0,1]\right\} .
\end{gathered}
$$

Indeed, $c:=\inf _{E \in \mathcal{D}} \max _{(u, v, t) \in E} \Phi(u, v, t)=\inf _{E \in \mathcal{D}} \max _{(u, v, t) \in E} I(\eta(t, u, v))=c_{\beta}\left(a_{1}, a_{2}\right)$. On the one hand, for any $h \in \Gamma_{0}, \tilde{h}([0,1])=(h([0,1]), 0) \in \mathcal{D}$. Hence,

$$
c \leqslant \max _{(u, v, t) \in \bar{h}(0,1])} I(\eta(t, u, v))=\max _{(u, v) \in h([0,1])} I(u, v)=\max _{t \in[0,1]} I(h(t)) .
$$

Thus, $c \leqslant c_{\beta}\left(a_{1}, a_{2}\right)$. On the other hand, we show that $c_{\beta}\left(a_{1}, a_{2}\right) \leqslant c$. Suppose by contradiction that $c<c_{\beta}\left(a_{1}, a_{2}\right)$. Then $\max _{(u, v, t) \in E} I(\eta(t, u, v))<c_{\beta}\left(a_{1}, a_{2}\right)$ for some $E \in \mathcal{D}$, hence $\sup _{(u, v, t) \in B_{\delta}(E)} I(\eta(t, u, v))<c_{\beta}\left(a_{1}, a_{2}\right)$ for some $\delta>0$, where $B_{\delta}(E)$ is the $\delta$ neighborhood of $E$. Moreover, $B_{\delta}(E)$ is open and connected, so it is path connected. Therefore, there exists a path $\tilde{h}_{0} \in \tilde{\Gamma}_{0}$ such that $\max _{t \in[0,1]} \Phi\left(\tilde{h}_{0}(t)\right)<c_{\beta}\left(a_{1}, a_{2}\right)$. This is impossible.

Lemma 5.3. There exists a bounded sequence $\left\{\left(w_{n}, z_{n}\right)\right\} \subset S_{a_{1}} \times S_{a_{2}}$ such that, as $n \rightarrow \infty$,

$$
\begin{gather*}
I\left(w_{n}, z_{n}\right) \rightarrow c_{\beta}\left(a_{1}, a_{2}\right),\left.\quad I\right|_{S_{a_{1}} \times S_{a_{2}}} ^{\prime}\left(w_{n}, z_{n}\right) \rightarrow 0,  \tag{5.3}\\
P\left(w_{n}, z_{n}\right):= \\
\left|\nabla w_{n}\right|_{2}^{2}+\left|\nabla z_{n}\right|_{2}^{2}-\int_{\mathbb{R}^{N}}\left(W_{1} w_{n}^{2}+W_{2} z_{n}^{2}\right)-\left.\left|w_{n}\right|\right|_{2^{*}} ^{2^{*}}-\left|z_{n}\right| 2_{2^{*}}^{*}  \tag{5.4}\\
\\
\quad-\gamma_{p_{1}}\left|w_{n}\right|_{p_{1}}^{p_{1}}-\left.\gamma_{p_{2}}\left|z_{n}\right|\right|_{p_{2}} ^{p_{2}}-\beta \gamma_{r} r \int_{\mathbb{R}^{N}}\left|w_{n}\right|^{r_{1}}\left|z_{n}\right|^{r_{2}} \rightarrow 0,
\end{gather*}
$$

$w_{n}^{-} \rightarrow 0$ a.e. in $\mathbb{R}^{N}$ and $z_{n}^{-} \rightarrow 0$ a.e. in $\mathbb{R}^{N}$.
Proof. First, by the definition of $c_{\beta}\left(a_{1}, a_{2}\right)$, there exists a sequence $\left\{h_{n}\right\} \subset \Gamma_{0}$ such that

$$
\max _{t \in[0,1]} I\left(h_{n}(t)\right) \leqslant c_{\beta}\left(a_{1}, a_{2}\right)+\frac{1}{n} .
$$

We observe that, since $I(u, v)=I(|u|,|v|)$ for any $(u, v) \in E_{1} \times E_{2}$, we can take $h_{n}(t) \geqslant 0$ a.e. in $\mathbb{R}^{N}$ for every $t \in[0,1]$ and $n \in \mathbb{N}$. Applying Lemma 5.2 to $\tilde{h}_{n}:=\left(h_{n}, 0\right) \in \tilde{\Gamma}_{0}$, we see that there exists a sequence $\left\{\left(u_{n}, v_{n}, t_{n}\right)\right\} \subset S_{a_{1}} \times S_{a_{2}} \times \mathbb{R}$ such that (5.1) and (5.2) hold. Note $\left(w_{n}, z_{n}\right):=\left(u_{n}^{t_{n}}, v_{n}^{t_{n}}\right)$. By $h_{n}(t) \geqslant 0$ a.e. in $\mathbb{R}^{N}$ and (5.2), we see that, up to a subsequence, $u_{n}^{-} \rightarrow 0$ a.e. and $v_{n}^{-} \rightarrow 0$ a.e.. Hence, $w_{n}^{-} \rightarrow 0$ a.e. and $z_{n}^{-} \rightarrow 0$ a.e.. For any

$$
\left(w_{1}, w_{2}\right) \in\left\{(u, v) \in E_{1} \times E_{2}: \int_{\mathbb{R}^{N}} w_{n} u=\int_{\mathbb{R}^{N}} z_{n} v=0\right\}
$$

setting $\left(w_{1}^{n}, w_{2}^{n}\right):=\left(w_{1}^{-t_{n}}, w_{2}^{-t_{n}}\right)$, then

$$
\left(w_{1}^{n}, w_{2}^{n}, 0\right) \in\left\{(u, v, t) \in E_{1} \times E_{2} \times \mathbb{R}: \int_{\mathbb{R}^{N}} u_{n} u=\int_{\mathbb{R}^{N}} v_{n} v=0\right\} .
$$

Hence,

$$
I\left(w_{n}, z_{n}\right) \rightarrow c_{\beta}\left(a_{1}, a_{2}\right), \quad t_{n} \rightarrow 0
$$

and

$$
\left\langle\left. I\right|_{S_{a_{1}} \times S_{a_{2}}} ^{\prime}\left(w_{n}, z_{n}\right),\left(w_{1}, w_{2}\right)\right\rangle=\left\langle\left.\Phi\right|_{S_{a_{1}} \times S_{a_{2}} \times \mathbb{R}} ^{\prime}\left(u_{n}, v_{n}, t_{n}\right),\left(w_{1}^{n}, w_{2}^{n}, 0\right)\right\rangle .
$$

Since $\left\|\left(w_{1}^{n}, w_{2}^{n}\right)\right\| \leqslant 4\left\|\left(w_{1}, w_{2}\right)\right\|$ for $n$ enough large, we have $\left.I\right|_{S_{a_{1}} \times S_{a_{2}}} ^{\prime}\left(w_{n}, z_{n}\right) \rightarrow 0$. Therefore, (5.3) hold. Moreover, by $\left\langle\left.\Phi\right|_{S_{a_{1}} \times S_{a_{2} \times \mathbb{R}}}\left(u_{n}, v_{n}, t_{n}\right),,(0,0,1)\right\rangle \rightarrow 0$, we see $P\left(w_{n}, z_{n}\right) \rightarrow 0$. Hence, (5.4) hold.

Now, we prove that $\left\{\left(w_{n}, z_{n}\right)\right\} \subset S_{a_{1}} \times S_{a_{2}}$ is bounded in $E_{1} \times E_{2}$. By $\left(\mathrm{H}_{1}\right)$ and $\left(\mathrm{H}_{2}\right)$, if $r=\min \left\{p_{1}, p_{2}, r\right\}$, then, for sufficiently large $n$,

$$
\begin{aligned}
& c_{\beta}\left(a_{1}, a_{2}\right)+1 \\
& \geqslant I\left(w_{n}, z_{n}\right)-\frac{1}{\gamma_{r} r} P\left(w_{n}, z_{n}\right) \\
& \quad \geqslant\left(\frac{1}{2}-\frac{1}{\gamma_{r} r}\right)\left(\left|\nabla w_{n}\right|_{2}^{2}+\left|\nabla z_{n}\right|_{2}^{2}\right)+\frac{1}{2} \int_{\mathbb{R}^{N}}\left(V_{1} w_{n}^{2}+V_{2} z_{n}^{2}\right)+\frac{1}{\gamma_{r} r} \int_{\mathbb{R}^{N}}\left(W_{1} w_{n}^{2}+W_{2} z_{n}^{2}\right) \\
& \quad \geqslant\left(\frac{1-\tau_{1}}{2}-\frac{1+\theta_{1}}{\gamma_{r} r}\right)\left|\nabla w_{n}\right|_{2}^{2}+\left(\frac{1-\tau_{2}}{2}-\frac{1+\theta_{2}}{\gamma_{r} r}\right)\left|\nabla z_{n}\right|_{2}^{2}
\end{aligned}
$$

if $p_{1}=\min \left\{p_{1}, p_{2}, r\right\}$, then, for sufficiently large $n$,

$$
\begin{aligned}
& c_{\beta}\left(a_{1},\right.\left.a_{2}\right)+1 \\
& \geqslant I\left(w_{n}, z_{n}\right)-\frac{1}{\gamma_{p_{1}} p_{1}} P\left(w_{n}, z_{n}\right) \\
& \quad \geqslant\left(\frac{1}{2}-\frac{1}{\gamma_{p_{1}} p_{1}}\right)\left(\left|\nabla w_{n}\right|_{2}^{2}+\left|\nabla z_{n}\right|_{2}^{2}\right)+\frac{1}{2} \int_{\mathbb{R}^{N}}\left(V_{1} w_{n}^{2}+V_{2} z_{n}^{2}\right)+\frac{1}{\gamma_{p_{1}} p_{1}} \int_{\mathbb{R}^{N}}\left(W_{1} w_{n}^{2}+W_{2} z_{n}^{2}\right) \\
& \quad \geqslant\left(\frac{1-\tau_{1}}{2}-\frac{1+\theta_{1}}{\gamma_{p_{1} p_{1}}}\right)\left|\nabla w_{n}\right|_{2}^{2}+\left(\frac{1-\tau_{2}}{2}-\frac{1+\theta_{2}}{\gamma_{p_{1}} p_{1}}\right)\left|\nabla z_{n}\right|_{2}^{2} ;
\end{aligned}
$$

if $p_{2}=\min \left\{p_{1}, p_{2}, r\right\}$, then, for sufficiently large $n$,

$$
\begin{aligned}
c_{\beta}\left(a_{1}\right. & \left., a_{2}\right)+1 \\
& \geqslant I\left(w_{n}, z_{n}\right)-\frac{1}{\gamma_{p_{2}} p_{2}} P\left(w_{n}, z_{n}\right) \\
& \geqslant\left(\frac{1}{2}-\frac{1}{\gamma_{p_{2}} p_{2}}\right)\left(\left|\nabla w_{n}\right|_{2}^{2}+\left|\nabla z_{n}\right|_{2}^{2}\right)+\frac{1}{2} \int_{\mathbb{R}^{N}}\left(V_{1} w_{n}^{2}+V_{2} z_{n}^{2}\right)+\frac{1}{\gamma_{p_{2}} p_{2}} \int_{\mathbb{R}^{N}}\left(W_{1} w_{n}^{2}+W_{2} z_{n}^{2}\right) \\
& \geqslant\left(\frac{1-\tau_{1}}{2}-\frac{1+\theta_{1}}{\gamma_{p_{2}} p_{2}}\right)\left|\nabla w_{n}\right|_{2}^{2}+\left(\frac{1-\tau_{2}}{2}-\frac{1+\theta_{2}}{\gamma_{p_{2}} p_{2}}\right)\left|\nabla z_{n}\right|_{2}^{2} .
\end{aligned}
$$

In these three cases, we conclude that $\left\{\left(w, z_{n}\right)\right\}$ is bounded in $E_{1} \times E_{2}$.
It follows from Lemma 5.2 that there exists a nonnegative $\left(w_{0}, z_{0}\right) \in E_{1} \times E_{2}$ such that, up to a subsequence,

$$
\begin{cases}\left(w_{n}, z_{n}\right) \rightharpoonup\left(w_{0}, z_{0}\right) & \text { in } E_{1} \times E_{2},  \tag{5.5}\\ \left(w_{n}, z_{n}\right) \rightharpoonup\left(w_{0}, z_{0}\right) & \text { in } L^{q_{1}}\left(\mathbb{R}^{N}\right) \times L^{q_{2}}\left(\mathbb{R}^{N}\right), q_{1}, q_{1} \in\left[2,2^{*}\right], \\ \left(w_{n}, z_{n}\right) \rightarrow\left(w_{0}, z_{0}\right) & \text { in } L^{q_{1}}\left(\mathbb{R}^{N}\right) \times L^{q_{2}}\left(\mathbb{R}^{N}\right), q_{1}, q_{1} \in\left(2,2^{*}\right), \\ \left(w_{n}, z_{n}\right) \rightarrow\left(w_{0}, z_{0}\right) & \text { a.e. in } \mathbb{R}^{N} .\end{cases}
$$

Since $\left.I\right|_{S_{a_{1}} \times S_{a_{2}}} ^{\prime}\left(w_{n}, z_{n}\right) \rightarrow 0$, by the Lagrange multipliers rule, there exists a sequence $\left\{\left(\lambda_{1}^{n}, \lambda_{2}^{n}\right)\right\} \subset \mathbb{R} \times \mathbb{R}$ such that

$$
\begin{equation*}
I^{\prime}\left(w_{n}, z_{n}\right)+\lambda_{1}^{n}\left(w_{n}, 0\right)+\lambda_{2}^{n}\left(0, z_{n}\right) \rightarrow 0, \quad \text { in }\left(E_{1} \times E_{2}\right)^{*} . \tag{5.6}
\end{equation*}
$$

Take $\left(w_{n}, 0\right)$ and $\left(0, z_{n}\right)$ as test functions in (5.6), we see that $\left\{\left(\lambda_{1}^{n}, \lambda_{2}^{n}\right)\right\}$ is bounded in $\mathbb{R} \times \mathbb{R}$. Then there exists $\left(\lambda_{1}, \lambda_{2}\right) \in \mathbb{R} \times \mathbb{R}$ such that, up to a subsequence, $\left(\lambda_{1}^{n}, \lambda_{2}^{n}\right) \rightarrow\left(\lambda_{1}, \lambda_{2}\right)$.

Lemma 5.4. There exists $\beta_{*}>0$ sufficiently large such that $\left(w_{n}, z_{n}\right) \rightarrow\left(w_{0}, z_{0}\right)$ in $L^{2^{*}}\left(\mathbb{R}^{N}\right) \times$ $L^{2^{*}}\left(\mathbb{R}^{N}\right)$ when $\beta \geqslant \beta_{*}$, moreover, $\left(w_{0}, z_{0}\right) \neq 0$.

Proof. We firstly prove that $w_{n} \rightarrow w_{0}$ in $L^{2^{*}}\left(\mathbb{R}^{N}\right)$. Using the concentration-compactness principle [24], we see that there exist finite nonnegative measure $\mu$ and $\nu$, and a most countable index set $\Lambda$ such that $\left|\nabla w_{n}\right|^{2} \rightharpoonup \mu$ in sense of measure, $\left|w_{n}\right|^{2^{*}} \rightharpoonup v$ in sense of measure and

$$
\begin{cases}\mu \geqslant\left|\nabla w_{0}\right|^{2}+\sum_{j \in \Lambda} \mu_{j} \delta_{x_{j}} & \mu_{j} \geqslant 0  \tag{5.7}\\ v=\left|w_{0}\right|^{2^{*}}+\sum_{j \in \Lambda} v_{j} \delta_{x_{j}} & v_{j} \geqslant 0 \\ v_{j} \leqslant S^{-2^{*} / 2} \mu_{j}^{2^{*} / 2} & j \in \Lambda\end{cases}
$$

where $x_{j} \in \mathbb{R}^{N}$ and $\delta_{x_{j}}$ is the Dirac measure at $x_{j}$. Let $\chi_{R} \in C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$ be a cut off function satisfying $\chi_{R}(x)=1$ in $B_{R}\left(x_{j}\right), \chi_{R}(x)=0$ in $B_{2 R}^{c}\left(x_{j}\right)$ and $\left|\nabla \chi_{R}\right| \leqslant 2 / R$. It follows from Lemma 5.2 that $\left\{\chi_{R} w_{n}\right\}$ is bounded in $E_{1}$. Now, take $\left(\chi_{R} w_{n}, 0\right)$ as a test function in (5.6), then

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\langle I^{\prime}\left(w_{n}, z_{n}\right)+\lambda_{1}^{n}\left(w_{n}, 0\right)+\lambda_{2}^{n}\left(0, z_{n}\right),\left(\chi_{R} w_{n}, 0\right)\right\rangle=0 \tag{5.8}
\end{equation*}
$$

By (5.5), the absolute continuity of integral and the Hölder inequality, we can deduce that

$$
\begin{align*}
\lim _{R \rightarrow 0} \lim _{n \rightarrow \infty} \int_{\mathbb{R}^{N}} V_{1} w_{n}^{2} \chi_{R} & =\lim _{R \rightarrow 0} \int_{\mathbb{R}^{N}} V_{1} w_{0}^{2} \chi_{R}=0,  \tag{5.9}\\
\lim _{R \rightarrow 0} \lim _{n \rightarrow \infty} \int_{\mathbb{R}^{N}} \lambda_{1}^{n} w_{n}^{2} \chi_{R} & =\lambda_{1} \lim _{R \rightarrow 0} \int_{\mathbb{R}^{N}} w_{0}^{2} \chi_{R}=0,  \tag{5.10}\\
\lim _{R \rightarrow 0} \lim _{n \rightarrow \infty} \int_{\mathbb{R}^{N}} w_{n} \nabla w_{n} \cdot \nabla \chi_{R} & =\lim _{R \rightarrow 0} \int_{\mathbb{R}^{N}} w_{0} \nabla w_{0} \cdot \nabla \chi_{R}=0,  \tag{5.11}\\
\lim _{R \rightarrow 0} \lim _{n \rightarrow \infty} \int_{\mathbb{R}^{N}}\left|w_{n}\right|^{p_{1}} \chi_{R} & =\lim _{R \rightarrow 0} \int_{\mathbb{R}^{N}}\left|w_{0}\right|^{p_{1}} \chi_{R}=0, \tag{5.12}
\end{align*}
$$

and

$$
\begin{equation*}
\lim _{R \rightarrow 0} \lim _{n \rightarrow \infty} \int_{\mathbb{R}^{N}}\left|w_{n}\right|^{r_{1}}\left|z_{n}\right|^{r_{2}} \chi_{R}=\lim _{R \rightarrow 0} \int_{\mathbb{R}^{N}}\left|w_{0}\right|^{r_{1}}\left|z_{0}\right|^{r_{2}} \chi_{R}=0 \tag{5.13}
\end{equation*}
$$

It follows from (5.8) and (5.9)-(5.13) that

$$
\lim _{R \rightarrow 0} \lim _{n \rightarrow \infty} \int_{\mathbb{R}^{N}}\left|\nabla w_{n}\right|^{2} \chi_{R}=\lim _{R \rightarrow 0} \lim _{n \rightarrow \infty} \int_{\mathbb{R}^{N}}\left|w_{n}\right|^{2^{*}} \chi_{R}
$$

that is,

$$
\begin{equation*}
\lim _{R \rightarrow 0} \int_{\mathbb{R}^{N}} \chi_{R} d \mu=\lim _{R \rightarrow 0} \int_{\mathbb{R}^{N}} \chi_{R} d v \tag{5.14}
\end{equation*}
$$

Using (5.7) and (5.14), we can obtain $v_{j} \geqslant \mu_{j}$, furthermore, either $\mu_{j}=0$ or $\mu_{j} \geqslant S^{N / 2}$ for $j \in \Lambda$. Observe that, for any $j \in \Lambda, \mu_{j}=0$ if and only if $v_{j}=0$. If $\mu_{j}=0$, then $v_{j}=0$ and $\left|w_{n}\right|_{2^{*}}^{2^{*}} \rightarrow\left|w_{0}\right|_{2^{*}}^{2^{*}}$ by (5.7), combining $w_{n} \rightharpoonup w_{0}$ in $L^{2^{*}}\left(\mathbb{R}^{N}\right)$, we conclude that $w_{n} \rightarrow w_{0}$ in $L^{2^{*}}\left(\mathbb{R}^{N}\right)$. If $\mu_{j} \geqslant S^{N / 2}$, then we split three cases.

If $r=\min \left\{r, p_{1}, p_{2}\right\}$, then, by Lemma 4.6, there exists $\beta_{1}>0$ sufficiently large such that, for $\beta \geqslant \beta_{1}$,

$$
\begin{equation*}
c_{\beta}\left(a_{1}, a_{2}\right)<\left(\frac{1-\tau_{1}}{2}-\frac{1+\theta_{1}}{\gamma_{r} r}\right) S^{N / 2} \tag{5.15}
\end{equation*}
$$

It follows from (5.7) that

$$
\begin{aligned}
c_{\beta}\left(a_{1}, a_{2}\right) & =\lim _{n \rightarrow \infty} I\left(w_{n}, z_{n}\right)-\frac{1}{\gamma_{r} r} P\left(w_{n}, z_{n}\right) \\
& \geqslant\left(\frac{1-\tau_{1}}{2}-\frac{1+\theta_{1}}{\gamma_{r} r}\right) \int_{\mathbb{R}^{N}}\left|\nabla w_{n}\right|^{2} \chi_{R} d x \\
& =\left(\frac{1-\tau_{1}}{2}-\frac{1+\theta_{1}}{\gamma_{r} r}\right) \int_{\mathbb{R}^{N}} \chi_{R} d \mu \\
& \geqslant\left(\frac{1-\tau_{1}}{2}-\frac{1+\theta_{1}}{\gamma_{r} r}\right) \mu_{j} \geqslant\left(\frac{1-\tau_{1}}{2}-\frac{1+\theta_{1}}{\gamma_{r} r}\right) S^{N / 2},
\end{aligned}
$$

which contradicts to (5.15). If $p_{1}=\min \left\{r, p_{1}, p_{2}\right\}$ or $p_{2}=\min \left\{r, p_{1}, p_{2}\right\}$, similarly as the case $r=\min \left\{r, p_{1}, p_{2}\right\}$, them also yields a contradiction.

In summary, going if necessary to replace a larger $\beta_{*}$, we obtain $\mu_{j}=v_{j}=0$ for all $j \in \Lambda$ and $\beta \geqslant \beta_{*}$. Consequently, $w_{n} \rightarrow w_{0}$ in $L^{2^{*}}\left(\mathbb{R}^{N}\right)$ when $\beta \geqslant \beta_{*} . z_{n} \rightarrow z_{0}$ in $L^{2^{*}}\left(\mathbb{R}^{N}\right)$ can be obtained in the similar way.

By Lemma 5.3, we know that $\left(w_{0}, z_{0}\right)$ is a nonnegative solution of (1.1). Suppose that by contradiction $\left(w_{0}, z_{0}\right)=0$, and by (4.3), $\int_{\mathbb{R}^{N}} W_{1} w_{n}^{2} \rightarrow 0, \int_{\mathbb{R}^{N}} W_{2} z_{n}^{2} \rightarrow 0$, the strong convergence of $L^{2^{*}}, L^{p_{1}}, L^{p_{2}}, L^{r}$ and $P\left(w_{n}, z_{n}\right) \rightarrow 0$, we see that

$$
\lim _{n \rightarrow \infty} \int_{\mathbb{R}^{N}}\left(\left|\nabla w_{n}\right|^{2}+\left|\nabla z_{n}\right|^{2}\right)=0
$$

Hence, by $\int_{\mathbb{R}^{N}} V_{1} w_{n}^{2} \rightarrow 0, \int_{\mathbb{R}^{N}} V_{2} z_{n}^{2} \rightarrow 0$, we have $c_{\beta}\left(a_{1}, a_{2}\right)=\lim _{n \rightarrow \infty} I\left(w_{n}, z_{n}\right)=0$, which contradicts to $c_{\beta}\left(a_{1}, a_{2}\right)>0$. Hence, $\left(w_{0}, z_{0}\right) \neq 0$.

Lemma 5.5. If $c_{\beta}\left(a_{1}, a_{2}\right)<\min \left\{m_{V_{1}}\left(a_{1}\right), m_{V_{2}}\left(a_{2}\right)\right\}$, then $\left(w_{n}, z_{n}\right) \rightarrow\left(w_{0}, z_{0}\right)$ in $E_{1} \times E_{2}$. Moreover, $\left(u_{0}, v_{0}\right) \in S_{a_{1}} \times S_{a_{2}}$ is a positive radial normalized solution of (1.1) with $\lambda_{1}>0$ and $\lambda_{2}>0$.

Proof. We know from Lemmas 5.3 and 5.4 that $\left(w_{0}, z_{0}\right)$ is nonnegative and $\left(w_{0}, z_{0}\right) \neq 0$.
If $w_{0} \neq 0$ and $z_{0}=0$, then $w_{0}$ is a nontrivial radial solutions of (1.6) with $i=1$ and $w_{0}>0$ by the maximum principle, where $\left|w_{0}\right|_{2}^{2}=a \leqslant a_{1}$. By Lemma 4.1 and Theorem 1.3, we see that $m_{V_{1}}\left(a_{1}\right) \leqslant m_{V_{1}}(a) \leqslant J_{V_{1}}\left(w_{0}\right)=I\left(w_{0}, 0\right)$. It follows from the conditions $\left(\mathrm{H}_{1}\right)$ and $\left(\mathrm{H}_{2}\right)$ that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\mathbb{R}^{N}} V_{1}\left[w_{n}^{2}-\left(w_{n}-w_{0}\right)^{2}-w_{0}^{2}\right]=0, \quad \lim _{n \rightarrow \infty} \int_{\mathbb{R}^{N}} V_{1}\left(w_{n}-w_{0}\right)^{2}=0 \tag{5.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\mathbb{R}^{N}} W_{1}\left[w_{n}^{2}-\left(w_{n}-w_{0}\right)^{2}-w_{0}^{2}\right]=0, \quad \lim _{n \rightarrow \infty} \int_{\mathbb{R}^{N}} W_{1}\left(w_{n}-w_{0}\right)^{2}=0 . \tag{5.17}
\end{equation*}
$$

Applying the Brezis-Lieb lemma, Lemma 4.3, (5.17), (5.16) and the $L^{p_{1}}, L^{p_{2}}, L^{2^{*}}, L^{r}$ strong convergence, we deduce that

$$
\begin{align*}
o_{n}(1) & =P\left(w_{n}, z_{n}\right) \\
& =P\left(w_{n}-w_{0}, z_{n}\right)+P\left(w_{0}, 0\right)+o_{n}(1) \\
& =\int_{\mathbb{R}^{N}}\left(\left|\nabla\left(w_{n}-w_{0}\right)\right|^{2}+\left|\nabla z_{n}\right|^{2}\right)+o_{n}(1) \tag{5.18}
\end{align*}
$$

and

$$
\begin{align*}
c_{\beta}\left(a_{1}, a_{2}\right) & =\lim _{n \rightarrow \infty} I\left(w_{n}, z_{n}\right) \\
& =\lim _{n \rightarrow \infty} I\left(w_{n}-w_{0}, z_{n}\right)+I\left(w_{0}, 0\right)+o_{n}(1) \\
& \geqslant \frac{1}{2} \lim _{n \rightarrow \infty} \int_{\mathbb{R}^{N}}\left(\left|\nabla\left(w_{n}-w_{0}\right)\right|^{2}+\left|\nabla z_{n}\right|^{2}\right)+m_{V_{1}}\left(a_{1}\right) \geqslant m_{V_{1}}\left(a_{1}\right), \tag{5.19}
\end{align*}
$$

which contradicts to $c_{\beta}\left(a_{1}, a_{2}\right)<m_{V_{1}}\left(a_{1}\right)$.
If $w_{0}=0$ and $z_{0} \neq 0$, then $z_{0}$ is a nontrivial radial solutions of (1.6) with $i=2$ and $z_{0}>0$ by the maximum principle, where $b=\left|z_{0}\right|_{2}^{2} \leqslant a_{2}$ and $m_{V_{2}}\left(a_{2}\right) \leqslant m_{V_{2}}(b) \leqslant J_{V_{2}}\left(z_{0}\right)=I\left(0, z_{0}\right)$. Similarly as (5.18) and (5.19), we also can derive a contradiction.

Hence, $\left(w_{0}, z_{0}\right)$ is nonnegative, $w_{0} \neq 0$ and $z_{0} \neq 0$, and by Lemma 4.2, we can obtain $\lambda_{1}>0$ and $\lambda_{2}>0$. By the Pohozaev and Nehari identities, it is easy to see that

$$
\begin{aligned}
\lambda_{1}\left|w_{0}\right|_{2}^{2}+\lambda_{2}\left|z_{0}\right|_{2}^{2}= & -\int_{\mathbb{R}^{N}}\left(V_{1} w_{0}^{2}+V_{2} z_{0}^{2}\right)-\int_{\mathbb{R}^{N}}\left(W_{1} w_{0}^{2}+W_{2} z_{0}^{2}\right) \\
& +\left(1-\gamma_{p_{1}}\right)\left|w_{0}\right|_{p_{1}}^{p_{1}}+\left(1-\gamma_{p_{2}}\right)\left|z_{0}\right|_{p_{2}}^{p_{2}}+\beta r\left(1-\gamma_{r}\right) \int_{\mathbb{R}^{N}}\left|w_{0}\right|^{r_{1}}\left|z_{0}\right|^{r_{2}},
\end{aligned}
$$

and combining $P\left(w_{n}, z_{n}\right) \rightarrow 0$, we have

$$
\begin{aligned}
\lambda_{1} a_{1}+\lambda_{2} a_{2}= & \lim _{n \rightarrow \infty}\left(\lambda_{1}^{n}\left|w_{n}\right|_{2}^{2}+\lambda_{2}^{n}\left|z_{n}\right|_{2}^{2}\right) \\
= & \lim _{n \rightarrow \infty}\left[-\int_{\mathbb{R}^{N}}\left(V_{1} w_{n}^{2}+V_{2} z_{n}^{2}\right)-\int_{\mathbb{R}^{N}}\left(W_{1} w_{n}^{2}+W_{2} z_{n}^{2}\right)\right. \\
& \left.+\left(1-\gamma_{p_{1}}\right)\left|w_{n}\right|_{p_{1}}^{p_{1}}+\left(1-\gamma_{p_{2}}\right)\left|z_{n}\right|_{p_{2}}^{p_{2}}+\beta r\left(1-\gamma_{r}\right) \int_{\mathbb{R}^{N}}\left|w_{n}\right|^{r_{1}}\left|z_{n}\right|^{r_{2}}\right] \\
= & -\int_{\mathbb{R}^{N}}\left(V_{1} w_{0}^{2}+V_{2} z_{0}^{2}\right)-\int_{\mathbb{R}^{N}}\left(W_{1} w_{0}^{2}+W_{2} z_{0}^{2}\right) \\
& +\left(1-\gamma_{p_{1}}\right)\left|w_{0}\right|_{p_{1}}^{p_{1}}+\left(1-\gamma_{p_{2}}\right)\left|z_{0}\right|_{p_{2}}^{p_{2}}+\beta r\left(1-\gamma_{r}\right) \int_{\mathbb{R}^{N}}\left|w_{0}\right|^{r_{1}}\left|z_{0}\right|^{r_{2}} \\
= & \lambda_{1}\left|w_{0}\right|_{2}^{2}+\lambda_{2}\left|z_{0}\right|_{2}^{2},
\end{aligned}
$$

which implies that $\left|w_{0}\right|_{2}^{2}=a_{1}$ and $\left|z_{0}\right|_{2}^{2}=a_{2}$, that is, $\left(w_{n}, z_{n}\right) \rightarrow\left(w_{0}, z_{0}\right)$ in $L^{2}\left(\mathbb{R}^{N}\right) \times L^{2}\left(\mathbb{R}^{N}\right)$. Therefore, from (5.5), (5.6) and Lemma 5.4, we know that

$$
\begin{aligned}
\lim _{n \rightarrow \infty}\left(\left|\nabla w_{n}\right|_{2}^{2}+\lambda_{1}\left|w_{n}\right|_{2}^{2}\right) & =\lim _{n \rightarrow \infty}\left(-\int_{\mathbb{R}^{N}} V_{1} w_{n}^{2}+\left|w_{n}\right|_{2^{*}}^{2^{*}}+\left|w_{n}\right|_{p_{1}}^{p_{1}}+\beta r_{1} \int_{\mathbb{R}^{N}}\left|w_{n}\right|^{r_{1}}\left|z_{n}\right|^{r_{2}}\right) \\
& =-\int_{\mathbb{R}^{N}} V_{1} w_{0}^{2}+\left|w_{0}\right|_{2^{*}}^{2^{*}}+\left|w_{0}\right|_{p_{1}}^{p_{1}}+\beta r_{1} \int_{\mathbb{R}^{N}}\left|w_{0}\right|^{r_{1}}\left|z_{0}\right|^{r_{2}} \\
& =\left|\nabla w_{0}\right|_{2}^{2}+\lambda_{1}\left|w_{0}\right|_{2^{2}}^{2},
\end{aligned}
$$

that is $\left\|w_{n}\right\|_{1} \rightarrow\left\|w_{0}\right\|_{1}$ as $n \rightarrow \infty$. Similarly, we also have $\left\|z_{n}\right\|_{2} \rightarrow\left\|z_{0}\right\|_{2}$. Hence, it is easy to see that $\left(w_{n}, z_{n}\right) \rightarrow\left(w_{0}, z_{0}\right)$ in $E_{1} \times E_{2}$. This completes the proof.

Proof of Theorem 1.1. By Lemmas 5.3, 5.4 and 5.5, we complete the proof of Theorem 1.1.

## Acknowledgements

This work was partially supported by the National Natural Science Foundation of China (Grant Nos. 12026217, 12026218, 12271313, 12071266 and 12101376), Fundamental Research

Program of Shanxi Province (20210302124528, 202103021224013 and 202203021211309 ), and Shanxi Scholarship Council of China (2020-005). The authors would like to thank the referee sincerely for valuable and constructive suggestions and comments.

## References

[1] V. S. Bagnato, D. J. Frantzeskakis, P. G. Kevrekidis, B. A. Malomed, D. Mihalache, Bose-Einstein condensation: Twenty years after, Roman. Rep. Phys. 67(2015), 5-50. https: //doi.org/10.1007/BF00166815
[2] T. Bartsch, S. de Valeriola, Normalized solutions of nonlinear Schrödinger equations, Arch. Math. (Basel) 100(2013), No. 1, 75-83. https ://doi.org/10.1007/s00013-012-0468x; MR3009665
[3] T. Bartsch, L. Jeanjean, Normalized solutions for nonlinear Schrödinger systems, Proc. Roy. Soc. Edinburgh Sect. A 148(2018), No. 2, 225-242. https://doi.org/10.1017/ S0308210517000087; MR3777573
[4] T. Bartsch, L. Jeanjean, N. Soave, Normalized solutions for a system of coupled cubic Schrödinger equations on $\mathbb{R}^{3}$, J. Math. Pures Appl. 106(2016), No. 4, 583-614. https:// doi.org/10.1016/j.matpur.2016.03.004; MR3539467
[5] T. Bartsch, R. Molle, M. Rizzi, G. Verzini, Normalized solutions of mass supercritical Schrödinger equations with potential, Comm. Partial Differential Equations 46(2021), No. 9, 1729-1756. https://doi.org/10.1080/03605302.2021.1893747; MR4304693
[6] T. Bartsch, N. Soave, A natural constraint approach to normalized solutions of nonlinear Schrödinger equations and systems, J. Funct. Anal. 272(2017), No. 12, 4998-5037. https: //doi.org/10.1016/j.jfa.2017.01.025; MR3639521
[7] T. Bartsch, N. Soave, Multiple normalized solutions for a competing system of Schrödinger equations, Calc. Var. Partial Differential Equations 58(2019), No. 1, Paper No. 125013, 22 pp. https://doi.org/10.1007/s00526-018-1476-x; MR3895385
[8] J. Bellazzini, V. Benci, M. Ghimenti, A. M. Micheletti, On the existence of the fundamental eigenvalue of an elliptic problem in $\mathbb{R}^{N}$, Adv. Nonlinear Stud. 7(2007), No. 3, 439-458. https://doi.org/10.1515/ans-2007-0306; MR2340279
[9] T. Cazenave, P.-L. Lions, Orbital stability of standing waves for some nonlinear Schrödinger equations, Comm. Math. Phys. 85(1982), No. 4, 549-561. https://doi.org/ 10.1007/BF01403504; MR677997
[10] Z. Chen, W. M. Zou, Normalized solutions for nonlinear Schrödinger systems with linear couples, J. Math. Anal. Appl. 499(2021), No. 1. https://doi.org/10.1016/j.jmaa. 2021. 125013; MR4208029
[11] Z. J. Chen, W. M. Zou, Existence and symmetry of positive ground states for a doubly critical Schrödinger system, Trans. Amer. Math. Soc. 367(2015), No. 5, 3599-3646. https: //doi.org/10.1090/S0002-9947-2014-06237-5; MR3314818
[12] Y. H. Ding, X. X. Zhong, Normalized solution to the Schrödinger equation with potential and general nonlinear term: mass super-critical case, J. Differential Equations 334(2022), 194-215. https://doi.org/10.1016/j.jde.2022.06.013; MR4445673
[13] D. J. Frantzeskakis, Dark solitons in atomic Bose-Einstein condensates: from theory to experiments, J. Phys. A 43(2010), No. 43, 213001. https://doi.org/10.1088/17518113/43/21/213001
[14] B. D. Esry, C. H. Greene, J. P. Burke, J. L. Bohn, Hartree-Fock theory for double BoseEinstein condensates, Phys. Rev. Lett. 78(1997), 3594-3597. https://doi.org/10.1103/ PhysRevLett.79.2217
[15] N. Ghoussoub, Duality and perturbation methods in critical point theory, Cambridge Tracts in Mathematics, Vol. 107, Cambridge University Press, Cambridge, 1993. https://doi. org/10.1017/CB09780511551703; MR1251958
[16] D. Gilbarg, Neil S. Trudinger, Elliptic partial differential equations of second order, Classics in Mathematics, Springer-Verlag, Berlin, 2001. https://doi.org/10.1007/978-3-642-61798-0; MR1814364
[17] T. X. Gou, L. Jeanjean, Existence and orbital stability of standing waves for nonlinear Schrödinger systems, Nonlinear Anal. 144(2016), 10-22. https://doi.org/10.1016/j .na. 2016.05.016; MR3534090
[18] T. X. Gou, L. Jeanjean, Multiple positive normalized solutions for nonlinear Schrödinger systems, Nonlinearity 31(2018), No. 5, 2319-2345. https ://doi. org/10.1088/1361-6544/ aab0bf; MR3816676
[19] N. Ікома, Compactness of minimizing sequences in nonlinear Schrödinger systems under multiconstraint conditions, Adv. Nonlinear Stud. 14(2014), No. 1, 115-136. https: //doi.org/10.1515/ans-2014-0104; MR3158981
[20] N. Iкомa, Y. Мiчamoto, Stable standing waves of nonlinear Schrödinger equations with potentials and general nonlinearities, Calc. Var. Partial Differential Equations 59(2020), No. 2, Paper No. 48, 20 pp. https://doi.org/10.1007/s00526-020-1703-0; MR4064338
[21] L. Jeanjean, Existence of solutions with prescribed norm for semilinear elliptic equations, Nonlinear Anal. 28(1997), No. 10, 1633-1659. https://doi.org/10.1016/S0362546X (96)00021-1; MR1430506
[22] H. W. Li, W. M. Zou, Normalized ground states for semilinear elliptic systems with critical and subcritical nonlinearities, J. Fixed Point Theory Appl. 23(2021), No. 3, Paper No. 43, 30 pp. https://doi.org/10.1007/s11784-021-00878-w; MR4287320
[23] X. F. Li, Existence of normalized ground states for the Sobolev critical Schrödinger equation with combined nonlinearities, Calc. Var. Partial Differential Equations 60(2021), No. 5, Paper No. 169, 14 pp. https://doi.org/10.1007/s00526-021-02020-7; MR4290382
[24] P.-L. Lions, The concentration-compactness principle in the calculus of variations. The locally compact case. II, Ann. Inst. H. Poincaré Anal. Non Linéaire 1(1984), No. 4, 223-283. MR778974
[25] C. Y. Liv, X. L. Yang, Existence of normalized solutions for semilinear elliptic systems with potential, J. Math. Phys. 63(2022), No. 6, Paper No. 061504, 21 pp. https://doi. org/ 10.1063/5.0077931; MR4434655
[26] M. Q. Liu, X. D. Fang, Normalized solutions for the Schrödinger systems with mass supercritical and double Sobolev critical growth, Z. Angew. Math. Phys. 73(2022), No. 3, Paper No. 108, 14 pp. https://doi.org/10.1007/s00033-022-01757-1; MR4413436
[27] X. Luo, X. L. Yang, W. M. Zou, Positive normalized solutions to nonlinear elliptic systems in $\mathbb{R}^{4}$ with critical Sobolev exponent, arXiv:2107.08708, 2021. https://doi.org/10. 48550/arXiv.2107.08708;
[28] R. Molle, G. Riey, G. Verzini, Normalized solutions to mass supercritical Schrödinger equations with negative potential, J. Differential Equations 333(2022), 302-331. https:// doi.org/10.1016/j.jde.2022.06.012; MR4443784
[29] M. Shibata, Stable standing waves of nonlinear Schrödinger equations with a general nonlinear term, Manuscripta Math. 143(2014), No. 1-2, 221-237. https://doi.org/10. 1007/s00229-013-0627-9; MR3147450
[30] N. Soave, Normalized ground states for the NLS equation with combined nonlinearities, J. Differential Equations 269(2020), No. 9, 6941-6987. https://doi.org/10.1016/j.jde. 2020.05.016; MR4107073
[31] N. Soave, Normalized ground states for the NLS equation with combined nonlinearities: the Sobolev critical case, J. Funct. Anal. 279(2020), No. 6, Paper No. 108610, 43 pp. https: //doi.org/10.1016/j.jfa.2020.108610; MR4096725
[32] M. Willem, Minimax theorems, Progress in Nonlinear Differential Equations and their Applications, Vol. 24, Birkhäuser Boston, Inc., Boston, MA, 1996. https://doi.org/10. 1007/978-1-4612-4146-1; MR1400007
[33] X. X. Zhong, W. M. Zou, A new deduction of the strict sub-additive inequality and its application: ground state normalized solution to Schrödinger equations with potential, Differential Integral Equations 36(2023), No. 1-2, 133-160. https: //doi . org/10.57262/ die036-0102-133; MR4484438


[^0]:    ${ }^{\boxtimes}$ Corresponding author. Email: fengxj@sxu.edu.cn

