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Abstract. In this note we prove the existence of mild solutions for nonlocal problems
governed by semilinear second order differential inclusions which involves a nonlinear
term driven by an operator. A first result is obtained in suitable Banach spaces in the
lack of compactness both on the fundamental operator, generated by the linear part,
and on the nonlinear multivalued term. This purpose is achieved by combining a fixed
point theorem, a selection theorem and a containment theorem. Further we provide
another existence result in reflexive spaces by using the classical Hahn–Banach theorem
and a new selection proposition, proved here, for a multimap guided by an operator.
This setting allows us to remove some assumptions required in the previous existence
theorem. As a consequence of this last result we obtain the controllability of a problem
driven by a wave equation on which an appropriate perturbation acts.
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1 Introduction

This research is a continuation of the recent papers [8] and [9]. In this paper we proceed
the study, started in [8], concerning the existence of mild solutions for the following problem
driven by a non-autonomous semilinear second order differential inclusion with nonlocal
conditions 

x′′(t) ∈ A(t)x(t) + F(t, N(t)x), t ∈ J = [0, a]

x(0) = g(x)

x′(0) = h(x)

(P)N
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where {A(t)}t∈J is a family of linear operators generating a fundamental system and F :
J × X → P(X), N : J → Ĉw(C(J; X); X), g, h : C(J; X) → X are suitable maps, with X a
appropriate Banach space and

Ĉw(C(J; X); X) = { f : C(J; X)→ X : f is (w-w)sequentially continuous}. (1.1)

We remember that in infinite dimensional spaces the nonlocal problems are investigated with
different kinds of approach. By using topological methods the existence of mild solutions
for these problems is studied with fixed point theorems applied to a suitable solution opera-
tor. This often requires strong compactness conditions, which are usually not satisfied in an
infinite dimensional framework (see [4, 5, 8, 10, 21]).

The purpose of this work is twofold:

(1) to obtain existence results of mild solutions for the abstract problem (P)N in the lack of
compactness,

in order to establish

(2) controllability of the problem driven by the following non-autonomous wave equation

∂2w
∂t2 (t, ξ) =

∂2w
∂ξ2 (t, ξ) + b(t)

∂w
∂ξ

(t, ξ) + f (t, ξ,
Im e(ŵ)

2e(ŵ) + 1

∫ t

0
p(s) ds) + u(t, ξ), (E)

subjected to the “mixed conditions”: the trajectory w : [0, a] ×R → C satisfies, with
respect to the first variable, a “periodicity condition” and it has a fixed initial velocity.
The control u(t, ξ) belongs to a set of admissible controls. Moreover, b ∈ C1(J), p ∈ L1(J),
f : J ×R× C → C, e : C(J, L2(T, C)) → C are suitable maps, while ŵ : J → L2(T, C),
is defined as ŵ(t) = w(t, ·) and Im e(ŵ) denotes the imaginary part of the complex
number e(ŵ).

The study of aim (1) in absence of the operator N is already addressed in [9] by using a
combination of two techniques: one technique is based on the concept of measure of non-
compactness, while another makes use of the weak topology. This method is also used in [3]
in order to prove the existence of mild solutions for problems monitored by semilinear first
order differential inclusions.

On the other hand the controllability of the mentioned problem governed by (E) is brought
back by using classical arguments (see, for example [42]) to purpose (1).

About the study referred in this note, let us recall that the theory of semilinear differential
inclusions is well documented in literature. Various aspects of this field catch the attention
of many researchers and are widely employed in the study of several dynamical problems
arising from physics, economics, biology, social sciences. Several authors have studied abstract
semilinear second order equations/inclusions in the autonomous case starting from the initial
researches of Kato [25–27] (see, e.g. [15,28,32,36]). On the other hand, the theory dealing with
non-autonomous second order abstract inclusions is only recently investigated, starting from
Kozak’s pioneering work [30]. On this subject we recall [8–10, 13, 21].

Moreover, with regard to nonlocal conditions we mention the reference [7] of Byszewski.
In many cases it is advantageous to treat the nonlocal conditions since they are more appro-
priate then the classical initial conditions to describe natural phenomena (see [16, 41] and the
reference therein).
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Finally, as is known, the controllability problems appear as a natural description of ob-
served evolution phenomena of the real world. The attention of the researchers to such prob-
lems is increasing in literature. For example, for the notions and facts of controllability for
first order differential equations/inclusions, the reader is referred to [1, 2, 14, 33], while we
recall [15, 34, 35, 39] for nonlinear second order differential cases.

In this paper our main contributions are the followings:

(I) a new sufficient condition for the existence of mild solutions for the nonlocal problem
(P)N in weakly compactly generated Banach spaces (see Theorem 4.7, obtained as a
consequence of our Propositions 4.3, 4.4, 4.5, 4.6);

(II) a new selection theorem for a multimap guided by an operator in reflexive Banach spaces
(see Theorem 4.10);

(III) a version of the existence result for (P)N in reflexive Banach spaces (see Theorem 4.13,
proved by using our Propositions 4.4, 4.11, 4.12);

(IV) the existence of a mild solutions for an abstract problem satisfying a “periodicity condi-
tion” and having a fixed initial velocity (see Corollary 4.16);

(V) an application of Corollary 4.16 to the study of the controllability for the perturbed
problem driven by (E) (see Theorem 5.1).

Regarding the proof of our first existence result for (P)N, in the setting of weakly compactly
generated Banach spaces, we apply a fixed point theorem for multimaps, recently proved in
[9]. This fixed point result allows us to work with weak topology and De Blasi measure of
weak noncompactness. So we can avoid requests of compactness on the family generated by
the linear part and on the multivalued term. The existence of mild solutions for the nonlocal
problem (P)N is also obtained as a consequence of a selection theorem and a containment
theorem.

Then, to study the case of reflexive Banach spaces, in addition to use the fixed point
theorem of [9], we need to achieve a new selection theorem for multimaps driven by a suitable
operator. Combining this result with the classical Hahn–Banach Theorem and the weak upper
semicontinuity property we are able to remove some assumptions required in the previous
existence Theorem 4.7.

Finally we are in a position to study the purpose (2), thanks to the definition of a suitable
operator N.

Let us note that, since we have not used the strong compactness property, our existence
results extend in a broad sense those presented in [8]. On the other hand, although it is
possible to reduce problem (P)N to the one studied in [9] by considering an appropriate
operator N (see Remark 4.15), the presence of the required boundedness property on N in our
existence theorems makes us that problem (P)N is not reduced to that examined in [9].

The paper is organized as follows. Section 2 is devoted to the collection of all notions,
propositions and theorems known in literature and used in the sequel: so that the paper
is self contained. The problem setting is presented in Section 3. Section 4 is divided into
two subsections. The first one presents an existence theorem in weakly compactly generated
Banach spaces, obtained by proving some preliminary propositions. The second one is aimed
at examining the existence of mild solutions in the setting of reflexive Banach spaces. Finally,
in Section 5 the controllability of the problem governed by (E) is given as a consequence of
the last result presented in the previous section.
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2 Preliminaries

In this section, we recall a few results, notations and definitions needed to establish our the-
orems. We introduce certain notations which are used throughout the article without any
further mention. Let (X, ‖ · ‖X) be a Banach space, X∗ be the dual space of X and τw be
the weak topology on X. In this paper BX(0, r) denotes the closed ball centered at the ori-
gin and of radius r > 0 of X. Moreover, we recall that a Banach space X is said to be
weakly compactly generated (WCG, for short) if there exists a weakly compact subset H of X
such that X = span{H} (see [20]). Let us note that every separable space is weakly compactly
generated as well as the reflexive ones (see [20]).

Now, put J = [0, a] an interval of the real line endowed with the usual Lebesgue measure
µ, we denote by M(J) the family of all Lebesgue measurable sets, by C(J; X) the space of all
continuous functions from J to X provided with the norm ‖ · ‖∞ of uniform convergence. We
precise that to define the set Ĉw(C(J; X); X), presented in (1.1), we say that f : C(J; X) → X is
(w-w)sequentially continuous if for every sequence (xn)n, xn ∈ C(J; X), xn ⇀ x, then f (xn) ⇀

f (x).
We recall the following version of Theorem 4 of [29], which characterizes the weak conver-

gence in the space C(J; X).

Proposition 2.1. Let X be a normed space, (gn)n be a sequence in C(J; X) and g ∈ C(J; X). Then
gn ⇀ g if and only if (gn − g)n is uniformly bounded and gn(t) ⇀ g(t), for every t ∈ J.

Next, if (Ω, Σ) is a measurable space, a function u : Ω → X is said to be Σ ⊗ B(X)-
measurable if, for all A ∈ B(X), u−1(A) ∈ Σ, where B(X) denotes the Borel σ-field of X (see [18,
Definition 2.1.48]). In the case (Ω, Σ) = (J,M(J)), u : J → X is said to be Bochner-measurable
(B-measurable, for short) if there is a sequence of simple functions which converges to u almost
everywhere in J (see [18, Definition 3.10.1 (a)]) and u : J → X is said to be weakly measurable if
for each l ∈ X∗, the real valued function l(u) is measurable (see [18, Definition 3.10.1 (b)]).

Proposition 2.2 ([18, Corollary 3.10.5]). If X is a separable Banach space and u : J → X, then the
following conditions are equivalent:

(a) u is B-measurable;

(b) u is weakly measurable;

(c) u isM(J)⊗B(X)-measurable.

Moreover, L1(J; X) is the space of all X-valued Bochner integrable functions on J with
norm ‖u‖L1(J;X) =

∫ a
0 ‖u(t)‖X dt and L1

+(J) = { f ∈ L1(J; R) : f (t) ≥ 0, a.e. t ∈ J}. If X = R

we put ‖ · ‖1 = ‖ · ‖L1(J;R). For L1
+-functions the following result holds.

Proposition 2.3 ([12, Lemma 3.1]). For every k > 0, ν ∈ L1
+(J), there exists n := n(k, ν) ∈N such

that
sup
t∈J

∫ t

0
kν(ξ)e−n(t−ξ) dξ < 1.

A set A ⊂ L1(J; X) has the property of equi-absolute continuity of the integral if for every
ε > 0 there exists δε > 0 such that, for every E ∈ M(J), µ(E) < δε, we have∫

E
‖ f (t)‖X dt < ε
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whenever f ∈ A, while A ⊂ L1(J; X) is integrably bounded if there exists ν ∈ L1
+(J) such that

‖ f (t)‖X ≤ ν(t), a.e. t ∈ J, for every f ∈ A.

Clearly every integrably bounded set has the property of equi-absolute continuity of the inte-
gral. We recall that the equi-absolute continuity of the integral is fundamental to characterize
the relative weak compactness of a bounded set in L1(J; X).

Proposition 2.4 ([38, Corollary 9]). Let A be a bounded subset of L1(J; X) such that it has the
property of equi-absolute continuity of the integral and, for a.e. t ∈ J, the set A(t) = { f (t) : f ∈ A}
is relatively weakly compact. Then A is relatively weakly compact.

Then, if H is a subset of the Banach space X, we denote by the symbol Hw the weak
closure of H. As is well known, a bounded subset H of a reflexive space X is relatively weakly
compact. Moreover, we recall that a subset H of a Banach space X is called relatively weakly
sequentially compact if any sequence of points in H has a subsequence weakly convergent to a
point in X (see [31]). Now we recall the classical Eberlein–Šmulian result.

Proposition 2.5 ([18, Theorem 3.5.3]). A subset of a Banach space is relatively weakly compact if and
only if it is relatively weakly sequentially compact. In particular, a subset of a Banach space is weakly
compact if and only if it is weakly sequentially compact.

In the sequel we use the following version of Theorem 3 obtained by H. Vogt in [40].

Proposition 2.6. Let H be a relatively weakly compact subset of a Banach space X. Then H is weakly
closed if and only if H is weakly sequentially closed.

Further, if P(X) is the family of all nonempty subsets of X, we use the following notations:

Pb(X) = {H ∈ P(X) : H bounded},
P f (X) = {H ∈ P(X) : H closed},
Pk(X) = {H ∈ P(X) : H compact},
Pwk(X) = {H ∈ P(X) : H weakly compact}.

Now, let (An)n be a sequence, An ∈ P(X), we consider the “Kuratowski limit superior” (see
[23, Definition 7.1.3])

w− lim sup
n→+∞

An = {x ∈ X : ∃(xnk)k, xnk ∈ Ank , nk < nk+1, xnk ⇀ x}

Proposition 2.7 ([23, Proposition 7.3.9]). Let X be a Banach space, 1 ≤ p < ∞, G : J → Pwk(X)

and ( fn)n, fn ∈ Lp(J; X), be a sequence such that

i) there exists f ∈ Lp(J; X) such that fn ⇀ f ;

ii) fn(t) ∈ G(t) a.e. t ∈ J, n ∈N.

Then
f (t) ∈ co w− lim sup

n→∞
{ fn(t)}, a.e. t ∈ J,

where co denotes the closure of the convex hull of a set.
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Furthermore a multimap F : Ω → P(Y), where Y is a topological space, is said to be
measurable if for every open set V ⊂ Y one has F−(V) = {x ∈ Ω F(x) ∩ V 6= ∅} ∈ Σ (see
[24, Definition 1.3.1]).

Proposition 2.8 ([18, Proposition 4.2.4]). Let (Ω, Σ) be a measurable space and Y be a separable
metric space. A multimap F : Ω → P(Y) is measurable if and only if for every y ∈ Y the function
x 7→ dist(y, F(x)) is Σ⊗B(Y)-measurable.

Proposition 2.9 ([18, Theorem 4.3.1]). If (Ω, Σ) is a measurable space, Y is a Polish space and
F : Ω→ P f (Y) is measurable, then F has a Σ⊗B(Y)-measurable selection.

If T is a topological space, a multimap F : T → P(Y) is said to be upper semicontinuous in
T if, for every x ∈ T, it is upper semicontinuous at x, i.e. for every open W ⊂ Y such that
F(x) ⊂W, there exists a neighborhood V(x) of x with the property F(V(x)) ⊂W.

A multimap F : T → P(Y) has closed graph if the set graph F = {(x, y) ∈ T×Y : y ∈ F(x)}
is closed in T ×Y.

Moreover, F is said to be compact if F(T) is compact in Y, while F is said to be locally compact
if every x ∈ T there exists a neighborhood V(x) such that the restriction F|V(x) is compact.

Proposition 2.10 ([24, Theorem 1.1.5]). Let T, Y be topological spaces and F : T → Pk(Y) be a
closed and locally compact multimap. Then F is upper semicontinuos in T.

If Y is a linear topological space, F : X → P(Y) has (s-w)sequentially closed graph [(w-
w)sequentially closed graph] if for every (xn)n, xn ∈ X, xn → x [xn ⇀ x] and for every (yn)n,
yn ∈ F(xn), yn ⇀ y, we have y ∈ F(x). In the sequel, the “(w-w)sequential continuity” and
the “(w-w) sequentially closed graph property” are named “weak sequential continuity” and
"weakly sequentially closed graph property" respectively.

A multimap F : J → P(X) is said to have a B-measurable selection if there exists a B-
measurable function f : J → X such that f (t) ∈ F(t), a.e. t ∈ J.

Now, we recall the following results that ensures the existence of a B-selection for a mul-
timap.

Theorem 2.11 ([24, Theorem 1.3.5]). Let X, Y be Banach spaces and F : J × X → Pk(Y) be a
multimap such that

i) for every x ∈ X, F(·, x) : J → Pk(Y) has a B-measurable selection;

ii) for a.e. t ∈ J, F(t, ·) : X → Pk(Y) is upper semicontinuous in X.

Then for every B-measurable function q : J → Y, there exists a B-measurable selection f : J → X of
the multimap F(·, q(·)).

Let us recall that for v : J → M, where M is a metric space, the B-measurability is gen-
eralized in [22] by using again the simple functions. Thanks to this definition, the following
result holds.

Theorem 2.12 ([9, Theorem 4.2] (Selection Theorem)). Let M be a metric space, X be a Banach
space and F : J ×M→ P(X) be a multimap such that

f1) for a.e. t ∈ J, for every x ∈ M, the set F(t, x) is convex ;

f2) for every x ∈ M, F(·, x) : J → P(X) has a B-measurable selection;
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f3) for a.e. t ∈ J, F(t, ·) : M→ P(X) has a (s-w)sequentially closed graph in M× X;

f4) there exists ϕ : J → [0, ∞), ϕ ∈ L1
+(J), such that

sup
z∈F(t,M)

‖ z ‖≤ ϕ(t), a.e. t ∈ J;

f5) for almost all t ∈ J and every convergent sequence (xn)n in M, the set
⋃

nF(t, xn) is relatively
weakly compact.

Then, for every B-measurable v : J → M, there is a B-measurable y : J → X such that y(t) ∈ F(t, v(t))
for a.e. t ∈ J.

Next, we recall that, if H is a subset of X, F : H → P(X) is a multimap and x0 ∈ H,
a closed convex set M0 ⊂ H is said to be (x0, F)-fundamental, if x0 ∈ M0 and F(M0) ⊂ M0

(see [3, p. 620]). In this setting we recall the following result which allows to characterize the
smallest (x0, F)-fundamental set

Theorem 2.13 ([3, Theorem 3.1]). Let X be a locally convex Hausdorff space, H ⊂ X and x0 ∈ H.
Let F : H → P(X) be a multimap such that co(F(H) ∪ {x0}) ⊂ H. Then

1) F = {H : H is a (x0, F)-fundamental set} 6= ∅;

2) put M0 =
⋂

H∈F H, we have M0 ∈ F and M0 = co(F(M0) ∪ {x0}).

Now we present a fixed point result and a “Containment Theorem”, which play a key role
in our existence results.

Theorem 2.14 ([9, Corollary 4.4]). Let X be a Banach space, H ⊂ X, x0 ∈ H and F : H → P(X)

be a multimap such that

i) F(x) convex, for every x ∈ H;

ii) co(F(H) ∪ {x0}) ⊂ H;

iii) M0 is weakly compact;

iv) F|M0
has weakly sequentially closed graph,

where M0 is the smallest (x0, F)-fundamental set.
Then there exists at least one point x ∈ M0 such that x ∈ F(x).

Theorem 2.15 ([3, Theorem 4.4] (Containment Theorem)). Let X be a Banach space and Gn, G :
J → P(X) be such that

α) a.e. t ∈ J, for every (un)n, un ∈ Gn(t), there exists a subsequence (unk)k of (un)n and u ∈ G(t)
such that unk ⇀ u;

αα) there exists a sequence (yn)n, yn : J → X, having the property of equi-absolute continuity of the
integral, such that yn(t) ∈ Gn(t), a.e. t ∈ J, for all n ∈N.

Then there exists a subsequence (ynk)k of (yn)n such that ynk ⇀ y in L1(J; X) and, moreover, y(t) ∈
coG(t), a.e. t ∈ J.

Now, a function ω : Pb(X) → R+
0 is said to be a measure of weak noncompactness (MwNC,

for short) if the following properties are satisfied (see [11, Definition 4.1]):
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ω1) ω is a Sadowskii functional, i.e. ω(co(H)) = ω(H), for every H ∈ Pb(X);

ω2) ω is regular, i.e. ω(H) = 0 if and only if Hw is weakly compact.

Further, a measure of weak noncompactness ω : Pb(X)→ R+
0 is said to be:

monotone if H1, H2 ∈ Pb(X) : H1 ⊂ H2 implies ω(H1) ≤ ω(H2);
nonsingular if ω({x} ∪ H) = ω(H), x ∈ X, H ∈ Pb(X);
x0-stable if, fixed x0 ∈ X, ω({x0} ∪ H) = ω(H), H ∈ Pb(X);
invariant under closure if ω(H) = ω(H), H ∈ Pb(X);
invariant with respect to the union with compact set if ω(H ∪ C) = ω(H), for every relatively

compact set C ⊂ X and H ∈ Pb(X).

In particular in [17] De Blasi introduces the MwNC function β : Pb(X)→ R+
0 so defined

β(H) = inf{ε ∈ [0, ∞[: there exists C ⊂ X weakly compact : H ⊆ C + BX(0, ε)},

(named in literature De Blasi–MwNC) and he proves that β has all the properties mentioned
before and it is also algebrically subadditive, i.e. β (∑n

k=1 Hk) ≤ ∑n
k=1 β(Hk), where Hk ∈ Pb(X),

k = 1, . . . , n.
Moreover, for every bounded linear operator L : X → X the following property holds (see

[19, Lemma 1])
β(L(H)) ≤ ‖L‖ β(H), H ∈ Pb(X), (2.1)

where ‖L‖ denotes the norm of the operator L.
We recall the following interesting result for the De Blasi–MwNC β : Pb(X)→ R+

0 .

Proposition 2.16 ([3, Theorem 2.7]). Let (Ω, Σ, µ) be a finite positive measure space and X be
a weakly compactly generated Banach space. Then for every countable bounded set C ⊂ L1(J; X)

having the property of equi-absolute continuity of the integral, the function β(C(·)) isM(J)⊗M(R)

measurable and

β

({∫
Ω

x(s) ds : x ∈ C
})
≤
∫

Ω
β(C(s)) ds.

In the sequel, fixed α ∈ R, we use the following Sadowskii functional βα : Pb(C(J; X)) →
R+

0 , so defined (see [3, Definition 3.9])

βα(M) = sup
C⊂M

countable

sup
t∈J

β(C(t))e−αt, M ∈ Pb(C(J; X)), (2.2)

where β is the De Blasi MwNC and, for every t ∈ J, C(t) = {x(t) : x ∈ C}. We recall that
the Sadowskii functional βα is x0-stable and monotone (see [3, Proposition 3.10]) and βα has the
two following properties (see [9, Remark 2.11])

(I) βα is algebraically subadditive;

(II) M ⊂ C(J; X) is relatively weakly compact⇒ βα(M) = 0.

3 Problem setting

First of all, on the linear part of the second order differential inclusion, presented in the
nonlocal problem (P)N, we assume the following property:
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(A) {A(t)}t∈J is a family of linear operators A(t) : D(A) → X, where D(A), independent
on t ∈ J, is a subset dense in X such that, for each x ∈ D(A), the function t 7→ A(t)x is
continuous on J and generating a fundamental system {S(t, s)}t,s∈J .

The notion of fundamental system is introduced by Kozak in [30] and it is recently used in
[8–10, 21]. In some works, for every t ∈ J, the linear operator A(t) : D(A) → X is also closed
(see [21, 30]) and bounded (see [8–10]), but we leave out these properties on A(t) since they
are not necessary in order to prove the existence of mild solutions (see [37]).

Definition 3.1. A family {S(t, s)}t,s∈J of bounded linear operators S(t, s) : X → X is called a
fundamental system generated by the family {A(t)}t∈J if

S1. for each x ∈ X, the function S(·, ·)x : J × J → X is of class C1 and

a. for every t ∈ J, S(t, t)x = 0, x ∈ X;

b. for every t, s ∈ J and every x ∈ X, ∂
∂t S(t, s)

∣∣
t=sx = x and

∂
∂s S(t, s)

∣∣
t=sx = −x;

S2. for all t, s ∈ J, x ∈ D(A), then S(t, s)x ∈ D(A), the map S(·, ·)x : J × J → X is of class C2

and

a’. ∂2

∂t2 S(t, s)x = A(t)S(t, s)x;

b’. ∂2

∂s2 S(t, s)x = S(t, s)A(s)x;

c’. ∂2

∂t∂s S(t, s)
∣∣
t=sx = 0;

S3. for all t, s ∈ J, x ∈ D(A), then ∂
∂s S(t, s)x ∈ D(A). Moreover, there exist ∂3

∂t2∂s S(t, s)x,
∂3

∂s2∂t S(t, s)x such that

a”. ∂3

∂t2∂s S(t, s)x = A(t) ∂
∂s S(t, s)x;

b”. ∂3

∂s2∂t S(t, s)x = ∂
∂t S(t, s)A(s)x;

and, for all x ∈ D(A), the function (t, s) 7→ A(t) ∂
∂s S(t, s)x is continuous in J × J.

As in [21], a map S : J× J → L(X), where L(X) is the space of all bounded linear operators
in X with the norm ‖ · ‖L(X), is said to be a fundamental operator if the family {S(t, s)}t,s∈J is a
fundamental system.

Moreover, for every (t, s) ∈ J × J, we consider the linear operator, named “cosine operator”,
C(t, s) = − ∂

∂s S(t, s) : X → X.

In [10] it is pointed out that the Banach–Steinhaus Theorem allows to establish the exis-
tence of two constant K, K∗ > 0 such that

p1. ‖C(t, s)‖L(X) ≤ K, (t, s) ∈ J × J;

p2. ‖S(t, s)‖L(X) ≤ K|t− s|, (t, s) ∈ J × J;

p3. ‖S(t, s)‖L(X) ≤ Ka, (t, s) ∈ J × J;

p4. ‖S(t2, s)− S(t1, s)‖L(X) ≤ K∗|t2 − t1|, t1, t2, s ∈ J.
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Further, as in [10], we denote with GS : L1(J; X) → C(J; X) the fundamental Cauchy operator
defined as

GS f (t) =
∫ t

0
S(t, s) f (s) ds, t ∈ J, f ∈ L1(J; X). (3.1)

Let us note that, fixed t ∈ J, the map pt : [0, t] × X → X such that pt(ξ, x) = S(t, ξ)x,
(ξ, x) ∈ [0, t] × X, satisfies all the assumptions of Theorem 2.11 (see S1.). Hence, for every
f ∈ L1(J; X), by p3. it easy to deduce that pt(·, f (·)) is B-integrable in [0, t]. Then, by using p4.
we also have GS f ∈ C(J; X). So GS is well posed. Moreover, the fundamental Cauchy operator
has the properties declared in the following

Proposition 3.2 ([9, Proposition 4.1]). If {S(t, s)}(t,s)∈J×J is a fundamental system, then the funda-
mental Cauchy operator GS : L1(J; X) → C(J; X) is linear, bounded and weakly continuous (so it is
also weakly sequentially continuous).

We investigate the existence of mild solutions for the nonlocal problem (P)N (see [8, Defi-
nition 2.2])

Definition 3.3. A continuous function u : J → X is a mild solution for (P)N if

u(t) = C(t, 0)g(u) + S(t, 0)h(u) +
∫ t

0
S(t, ξ) f (ξ) dξ, t ∈ J,

where f ∈ S1
F(·,N(·)u) = { f ∈ L1(J; X) : f (t) ∈ F(t, N(t)u), a.e. t ∈ J}.

4 Existence results for the nonlocal problem (P)N

In this section, put X a Banach space, we consider the following properties on the multimap
F : J × X → P(X) and on the map N : J → Ĉw(C(J; X); X)

F1 for every (t, x) ∈ J × X, the set F(t, x) is convex;

F2 for every x ∈ X, F(·, x) : J → P(X) admits a B-measurable selection;

F3 for a.e. t ∈ J, F(t, ·) : X → P(X) has a weakly sequentially closed graph;

F4 there exists (ϕn)n, ϕn ∈ L1
+(J) such that

lim sup
n→∞

Ka
∫ a

0 ϕn(t) dt
n

< 1 (4.1)

and
‖F(t, BX(0, n))‖ ≤ ϕn(t), a.e. t ∈ J, n ∈N; (4.2)

where K is the constant presented in p1. of Section 3;

FN there exists A ⊂ J, µ(A) = 0: for all n ∈ N there exists νn ∈ L1
+(J) such that, for every

t ∈ J \ A
β(C1) ≤ νn(t)β(C0(t)), (4.3)

for all countable C0, C1 with

C0 ⊆ BC(J;X)(0, n), C1 ⊆ F(t, C0(t) ∪ N(t)C0),

where β is the De Blasi measure of weak noncompactness;



Second order nonlocal problems without compactness 11

N1 for every u ∈ C(J; X), N(·)u is B-measurable;

N2 there exists c ∈N such that ‖N(t)u‖X ≤ c, for all t ∈ J, u ∈ C(J; X).

Moreover, we consider the following properties on the functions g, h : C(J; X)→ X

gh1 g, h are weakly sequentially continuous;

gh2 for every countable H ⊂ C(J; X), the sets g(H) and h(H) are relatively weakly compact;

gh3 for every bounded and closed subset M of C(J; X), the sets

C(·, 0)g(M) and S(·, 0)h(M)

are relatively weakly compact in C(J; X).

Remark 4.1. First of all we note that, under assumptions F1, F3 and FN,

F(t, N(t)x) is closed in X, for a.e. t ∈ J and for every x ∈ C(J; X).

Denoted by H∗ a null measure set such that F3 and FN hold in J \ H∗, we fix t ∈ J \ H∗ and
x ∈ C(J; X). Now we prove that the set F(t, N(t)x) is relatively w-compact. To this aim we
consider C0 = {x} and C1 = {yn : n ∈ N}, where yn ∈ F(t, N(t)x), n ∈ N. Note that
C0 ⊂ BC(J;X)(0, p), for a suitable p ∈ N, and C1 ⊂ F(t, C0(t) ∪ N(t)C0), so by (4.3) we have
β(C1) ≤ νp(t)β(C0(t)) = 0. By the regularity of β the set C1 is relatively w-compact and so
there exist (ynk)k ⊂ (yn)n and y ∈ X such that ynk ⇀ y. Then by the arbitrariness of the
sequence (yn)n, by using the Eberlein–Šmulian Theorem we have that the set F(t, N(t)x) is
relatively weakly compact too. By virtue of F1 and F3 we also know that the set F(t, N(t)x)
is convex and weakly sequentially closed. So, by using Proposition 2.6 we have that the set
F(t, N(t)x) is closed in X.

Remark 4.2. We note that, in the setting of reflexive Banach spaces and under assumptions
F1, F3 and F4, by using again Proposition 2.6 we have

F(t, x) is closed, for a.e. t ∈ J and for every x ∈ X, (4.4)

(see the beginning of the proof of Theorem 5.3 of [9].)

4.1 Existence of mild solutions in WCG Banach spaces

In this subsection, by combining the Containment Theorem 2.15 and a selection result, which
is a consequence of Theorem 2.12, we obtain the existence of mild solutions to the nonlocal
problem (P)N, assuming that X is a WCG Banach space. Note that our technique allows us to
avoid hypotheses of compactness both on the family generated by the linear part and on the
nonlinear multivalued term. We achive our goal by applying the fixed point Theorem 2.14 to
the following multioperator T : C(J; X)→ P(C(J; X)) defined as (see (3.1))

Tu = {y ∈ C(J; X) : y(t) = C(t, 0)g(u) + S(t, 0)h(u) + GS f (t), t ∈ J, f ∈ S1
F(·,N(·)u)}, (4.5)

where
S1

F(·,N(·)u) = { f ∈ L1(J; X) : f (t) ∈ F(t, N(t)u) a.e. t ∈ J}. (4.6)

To make the propositions that we will present below of greater applicability, allow us to
request, at first, that the following property holds
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(T) S1
F(·,N(·)u) 6= ∅, u ∈ C(J; X),

so we have the multioperator T is well posed.
Obviously the fixed points of the integral multioperator T are mild solutions for the prob-

lem (P)N.

At first, thanks to the Containment Theorem 2.15, we establish the following property
on T.

Proposition 4.3. Let X be a Banach space, under assumptions (A), (T), F1, F3, F4, FN, N2 and gh1,
the multioperator T has a weakly sequentially closed graph.

Proof. Let (qn)n and (xn)n be two sequences of C(J; X) such that

xn ∈ Tqn, n ∈N (4.7)

and
qn ⇀ q, xn ⇀ x, (4.8)

where q, x ∈ C(J; X). We have to show that x ∈ Tq.
First of all, by Proposition 2.1 the weak convergence of (qn)n implies that

qn(t) ⇀ q(t), t ∈ J (4.9)

and the existence of n ∈N such that

‖qn‖C(J;X) ≤ n, n ∈N. (4.10)

Now we prove that Containment Theorem 2.15 can be applied to the multimaps Gn : J →
P(X), n ∈N and G : J → P(X) respectively so defined

Gn(t) = F(t, N(t)qn), t ∈ J, (4.11)

G(t) = F(t, N(t)q), t ∈ J. (4.12)

First we establish α) of Theorem 2.15. To this aim we consider the null measure set H∗ for
which F3 and FN hold. Fixed t ∈ J \ H∗, we consider a sequence (un)n such that

un ∈ Gn(t), n ∈N. (4.13)

Now we fix the countable subset of BC(J;X)(0, n), where n is presented in (4.10), so defined

C0 = {qn : n ∈N} (4.14)

and the countable set of X
C1 = {un : n ∈N}

satisfying (see (4.13), (4.11) and (4.14))

C1 ⊂ F(t, {N(t)qn}n) ⊂ F(t, C0(t) ∪ N(t)C0).

So, by FN there exists νn ∈ L1
+(J) such that

β(C1) ≤ νn(t)β(C0(t)). (4.15)
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Now, since the set C0(t) is relatively weakly sequentially compact (see (4.14) and (4.9)), by
the regularity of β we have β(C0(t)) = 0. By the virtue of (4.15) and of the Eberlein–Šmulian
Theorem, we deduce that C1 is relatively weakly sequentially compact too, i.e. there exist
(unk)k ⊂ (un)n and u ∈ X such that

unk ⇀ u. (4.16)

Therefore, taking into account the weak sequential continuity of N(t) and F3, from (4.8), (4.11),
(4.12), (4.13) and (4.16) we have u ∈ G(t). So α) of Theorem 2.15 holds.

Next, we prove αα) of Theorem 2.15. By (4.7), (4.5) and (T), for every n ∈ N, there exists
fn ∈ S1

F(·,N(·)qn)
such that

xn(t) = C(t, 0)g(qn) + S(t, 0)h(qn) + GS fn(t), t ∈ J.

First we observe that the sequence ( fn)n, fn : J → X, is such that

fn(t) ∈ Gn(t) = F(t, N(t)qn), a.e. t ∈ J, n ∈N. (4.17)

Moreover, thanks to (4.17) and to hypotheses N2 and F4, the sequence ( fn)n is integrably
bounded. So ( fn)n has the property of equi-absolute continuity of the integral, i.e. αα) holds.

Now we are in a position to apply the mentioned Containment Theorem, so there exists a
subsequence ( fnk)k ⊂ ( fn)n such that

fnk ⇀ f in L1(J; X),

where (see (4.12), F1 and, taking into account F3 and FN, Remark 4.1)

f (t) ∈ coG(t) = coF(t, N(t)q) = F(t, N(t)q), a.e. t ∈ J.

Hence we can conclude that
f ∈ S1

F(·,N(·)q). (4.18)

Moreover, the weak continuity of the fundamental Cauchy operator GS (see Proposition 3.2)
implies that GS fnk ⇀ GS f . Then, by using again Proposition 2.1, hypothesis gh1, continuity
and linearity of S(t, 0) and C(t, 0), t ∈ J, we have

xnk(t) ⇀ C(t, 0)g(q) + S(t, 0)h(q) + GS f (t) =: x̃(t), t ∈ J. (4.19)

On the other hand by (4.8) we deduce xnk(t) ⇀ x(t), for all t ∈ J and then the uniqueness of
the weak limit implies

x(t) = x̃(t), t ∈ J. (4.20)

Finally, from (4.20), (4.19), (4.18) and (4.5) we have that x ∈ Tq. Therefore we can conclude
that T has a weakly sequentially closed graph.

Proposition 4.4. Let X be a Banach space, under assumptions (A), (T), F4, N2 and gh2, there exists
r ∈ N, r > c, such that the operator T maps the closed ball Kr = BC(J;X)(0, r) into itself, where 0
denotes the null function of C(J; X).

Proof. First of all, from N2, we know that there exists a constant c ∈N such that ‖N(t)x‖X ≤ c,
for every t ∈ J, x ∈ C(J; X).

We show that there exists r ∈N, r > c, such that

T(Kr) ⊂ Kr. (4.21)
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Let assume by contradiction that, for every n ∈N such that n > c we have

T(Kn) * Kn.

Then, there exist qn ∈ C(J; X) with ‖qn‖C(J;X) ≤ n and xqn ∈ Tqn such that ‖xqn‖C(J;X) > n.
Being ‖xqn‖C(J;X) > n, there exists tn ∈ J = [0, a]: ‖xqn(tn)‖X > n. By gh2 we have that

g({qn, n ∈ N : n > c}) and h({qn, n ∈ N : n > c}) are relatively weakly compact. Hence
there exists a subsequence (qnk)k such that (g(qnk))k and (h(qnk))k are weakly convergent, so
there exists Q > 0 such that (see [6], Proposition 3.5 (iii)) ‖g(qnk)‖X ≤ Q, ‖h(qnk)‖X ≤ Q, for
every nk ∈ N, nk > c. Now, being fqnk

∈ S1
F(·,N(·)qnk )

, taking into account p1. and p3. we can
write

nk < ‖xqnk
(tnk)‖X ≤ ‖C(tnk , 0)‖L(X)‖g(qnk)‖X + ‖S(tnk , 0)‖L(X)‖h(qnk)‖X

+
∫ tnk

0
‖S(tnk , ξ)‖L(X)‖ fqnk

(ξ)‖X dξ ≤ KQ + KaQ + Ka
∫ a

0
‖ fqnk

(ξ)‖X dξ, (4.22)

Next, from N2 we have ‖N(t)qnk‖X ≤ c < nk, t ∈ J. So fqnk
(t) ∈ F(t, N(t)qnk)⊂ F(t, BX(0, nk)),

a.e. t ∈ J. Now by (4.2) of F4 there exists ϕnk ∈ L1
+(J) such that

‖ fqnk
(t)‖X ≤ ϕnk(t), a.e. t ∈ J,

then by (4.22) the following inequality holds

nk < ‖xqnk
(tnk)‖X ≤ KQ + KaQ + Ka

∫ a

0
ϕnk(ξ) dξ. (4.23)

Therefore, since (4.23) is true for every natural number nk > c, we have

1 ≤ KQ + KaQ
nk

+
Ka
∫ a

0 ϕnk(ξ) dξ

nk
, nk ∈N, nk > c.

Hence, passing to the superior limit, by (4.1) we deduce the following contradiction

1 ≤ lim sup
k→∞

(
KQ + KaQ

nk
+

Ka
∫ a

0 ϕnk(ξ) dξ

nk

)
≤ lim sup

n→∞

Ka
∫ a

0 ϕn(ξ) dξ

n
< 1.

Therefore we can conclude that (4.21) is true, i.e. there exists r ∈N with r > c such that

Kr = BC(J;X)(0, r) (4.24)

is invariant under the action of the operator T.

If the Banach space X is also WCG, we have the following result for the multimap Tr =

T|Kr
: Kr → P(C(J; X)), which is the restriction of the multimap T on the set Kr defined in

(4.24).

Proposition 4.5. If X is a weakly compactly generated Banach space, under assumptions (A), (T), F4,
FN, N2, gh2 and gh3 there exists M0 the smallest (0, Tr)-fundamental set which is weakly compact,
with r > c such that T(Kr) ⊂ Kr.
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Proof. First of all, we consider x0 = 0 ∈ C(J; X) and the set Kr in the locally convex Haus-
dorff space C(J; X) equipped with the weak topology. Since Tr(Kr) ⊂ Kr, clearly we have
co(Tr(Kr) ∪ {0}) ⊂ Kr. Hence, being true the assumptions of Theorem 2.13, there exists the
smallest (0, Tr)-fundamental set M0 ⊂ C(J; X) such that

M0 ⊂ Kr = BC(J;X)(0, r) (4.25)

and
M0 = co(Tr(M0) ∪ {0}). (4.26)

Now, we prove that M0 is weakly compact.
We consider the Sadovskij functional βα, where α ∈ R+, defined in (2.2). Being βα 0-stable

we can write (see (4.26))
βα(Tr(M0)) = βα(M0). (4.27)

Hence, since βα satisfies (I) and (II), by (4.27), (4.5) and gh3 we have (see (2.2) and (3.1))

βα(M0) = βα

(
{C(·, 0)g(u) + S(·, 0)h(u) + GS f : f ∈ S1

F(·,N(·)u), u ∈ M0}
)

≤ βα(C(·, 0)g(M0)) + βα(S(·, 0)h(M0)) + βα({GS f : f ∈ S1
F(·,N(·)u), u ∈ M0})

= βα({GS f : f ∈ S1
F(·,N(·)u), u ∈ M0})

= sup
C⊂S1

F(·,N(·)M0)
C countable

sup
t∈J

β

({∫ t

0
S(t, ξ) f (ξ) dξ : f ∈ C

})
e−αt. (4.28)

Now, fixed t ∈ J and a countable set C ⊂ S1
F(·,N(·)M0)

we define

C∗t = {S(t, ·) f (·) : f ∈ C}.

Recalling that r > c, by using p3. and F4, we can say that the set C∗t is integrably bounded and
so it is bounded in L1(J; X) and it has the property of equi-absolute continuity of the integral.
Then, by recalling that X is a WCG Banach space, we are in the position to apply Proposition
2.16 to the countable set C∗t , so we have

β

({∫ t

0
S(t, ξ) f (ξ) dξ : f ∈ C

})
≤
∫ t

0
β(C∗t (ξ)) dξ

=
∫ t

0
β({S(t, ξ) f (ξ) : f ∈ C}) dξ. (4.29)

Further let us note that for every f ∈ C we can consider, by the Axiom of Choice, a continuous
map q f ∈ M0 such that f (ξ) ∈ F(ξ, N(ξ)q f ), a.e. ξ ∈ J. So the set CC

0 = {q f ∈ M0 : f ∈ C} is
countable too. Now, taking into account the numerability of C, there exists a null measure set
I ⊂ J containing the set A defined in FN, such that

f (ξ) ∈ F(ξ, N(ξ)q f ), ξ ∈ J \ I, f ∈ C,

where q f ∈ CC
0 .

Hence, fixed ξ ∈ J \ I, we observe that C(ξ) ⊂ F(ξ, CC
0 (ξ) ∪ N(ξ)CC

0 ). Now, since the
countable set CC

0 ⊂ M0 ⊂ Kr, by FN there exists νr ∈ L1
+(J) such that

β(C(ξ)) ≤ νr(ξ)β(CC
0 (ξ)).
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The above considerations allow us to claim that for every countable set C ⊂ S1
F(·,N(·)M0)

there

exists a countable subset CC
0 ⊂ M0 such that∫ t

0
β(C(ξ)) dξ ≤

∫ t

0
νr(ξ)β(CC

0 (ξ)) dξ ≤
∫ t

0
νr(ξ) sup

C0⊂M0
C0 countable

β(C0(ξ)) dξ. (4.30)

Now, by using (4.28), (4.29), (2.1), p3. and (4.30) we can write (see (2.2))

βα(M0) ≤ sup
C⊂S1

F(·,N(·)M0)
C countable

sup
t∈J

(∫ t

0
‖S(t, ξ)‖L(X)β(C(ξ)) dξ

)
e−αt

≤ sup
C⊂S1

F(·,N(·)M0)
C countable

sup
t∈J

(
Ka
∫ t

0
β(C(ξ)) dξ

)
e−αt

≤ sup
C⊂S1

F(·,N(·)M0)
C countable

sup
t∈J

Ka
∫ t

0
νr(ξ) sup

C0⊂M0
C0 countable

β(C0(ξ)) dξ

 e−αt

≤ sup
t∈J

Ka
∫ t

0
e−α(t−ξ)νr(ξ) sup

C0⊂M0
C0 countable

sup
ξ∈J

e−αξ β(C0(ξ)) dξ


= βα(M0) sup

t∈J

∫ t

0
Kae−α(t−ξ)νr(ξ) dξ. (4.31)

By virtue of Proposition 2.3 we can say that there exists m ∈N such that

sup
t∈J

∫ t

0
Kae−m(t−ξ)νr(ξ) dξ < 1. (4.32)

Now, if we assume that βm(M0) > 0, where m is the constant characterized in (4.32), from
(4.31) we have the contradiction

βm(M0) ≤ βm(M0) sup
t∈J

∫ t

0
Kae−m(t−ξ)νp(ξ) dξ < βm(M0).

So we can claim
βm(M0) = 0. (4.33)

By definition of βm(M0), we have that, for every t ∈ J, the set M0(t) is relatively weakly
sequentially compact. Indeed, fixed t ∈ J and a sequence (qn(t))n, qn(t) ∈ M0(t), n ∈ N, we
consider the countable set

C̃(t) = {qn(t) : n ∈N}.

By (4.33) we have β(C̃(t)) = 0 and, since β is regular the set C̃(t) is relatively weakly com-
pact. So, by the Eberlein–Šmulian Theorem C̃(t) is relatively weakly sequentially compact too.
Hence there exists a subsequence (qnk(t))k of (qn(t))n such that qnk(t) ⇀ q(t) ∈ X. Therefore,
by the arbitrariness of the sequence (qn(t))n we can conclude that M0(t) is relatively weakly
sequentially compact, and, by using again Proposition 2.5, M0(t) is relatively weakly compact
too.
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Now, we use Proposition 2.4 to prove that the set S1
F(·,N(·)M0)

is relatively weakly compact
in L1(J; X).

First of all, since N(t)M0 ⊂ BX(0, r) for every t ∈ J (see N2 and recalling that r > c), we
prove that S1

F(·,N(·)M0)
is integrably bounded. By (4.2) of F4 we have that there exists ϕr ∈ L1

+(J)
such that

‖ f (t)‖X ≤ ϕr(t), a.e. t ∈ J, f ∈ S1
F(·,N(·)M0)

.

Therefore we can deduce that S1
F(·,N(·)M0)

is bounded in L1(J; X) and it has the property of
equi-absolute continuity of the integral.

Finally we show that S1
F(t,N(t)M0)

is relatively weakly compact in X, for a.e. t ∈ J.
Let us fix t ∈ J \ H∗, where H∗ is the null measure set containing the set A presented

in FN and such that ‖F(t, N(t)M0‖X ≤ ϕr(t), for every t ∈ J \ H∗. First of all, we note that
S1

F(t,N(t)M0)
is norm bounded in X by the constant ϕr(t).

Next, we consider a sequence (yn)n ⊂ S1
F(t,N(t)M0)

. Obviously there exists a sequence ( fn)n

such that fn ∈ S1
F(·,N(·)M0)

and fn(t) = yn, n ∈N. So we have

yn ∈ F(t, N(t)M0), n ∈N. (4.34)

Let us note that, for every n ∈N, from (4.34), there exists qn ∈ M0 such that

yn ∈ F(t, N(t)qn). (4.35)

Now, by considering the two countable sets C0 = {qn : n ∈ N} ⊂ Kr (see (4.25)) and
C1 = {yn : n ∈N} we have (see (4.35))

C1 ⊂ F(t, N(t)C0) ⊂ F(t, C0(t) ∪ N(t)C0).

So, by FN and recalling that M0(t) is relatively weakly compact, we write

0 ≤ β(C1) ≤ νr(t)β(C0(t)) ≤ νr(t)β(M0(t)) = 0,

so β(C1) = 0, i.e. C1 is relatively weakly compact. Hence there exists a subsequence (ynk)k of
(yn)n weakly convergent.

By the arbitrariness of (yn)n in S1
F(t,N(t)M0)

, we can conclude that S1
F(t,N(t)M0)

is relatively

weakly sequentially compact. By using again the Eberlein–Šmulian Theorem the set
S1

F(t,N(t)M0)
is relatively weakly compact.

Therefore, we are in the position to apply Proposition 2.4, hence S1
F(·,N(·)M0)

is relatively
weakly compact in L1(J; X).

In order to prove the weak compactness of M0, by (4.26) it is sufficient to show that T(M0)

is relatively weakly compact.
To this aim we fix a sequence (xn)n, xn ∈ T(M0). Then there exists (qn)n, qn ∈ M0, such

that xn ∈ Tqn, n ∈N. Hence

xn(t) = C(t, 0)g(qn) + S(t, 0)h(qn) +
∫ t

0
S(t, ξ) fn(ξ) dξ, t ∈ J,

where fn ∈ S1
F(·,N(·)qn)

⊂ S1
F(·,N(·)M0)

.

By the relative weak sequential compactness of S1
F(·,N(·)M0)

we can find a subsequence ( fnk)k

of ( fn)n, such that fnk ⇀ f in L1(J; X) and by using the mentioned Proposition 3.2, we have

GS fnk ⇀ GS f . (4.36)
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Moreover, if we consider the countable set {qnk : nk ∈ N}, thanks to gh2, there exist a
subsequence of (qnk)k, w.l.o.g we name also (qnk)k, and x, y ∈ X such that

g(qnk) ⇀ x and h(qnk) ⇀ y. (4.37)

Now, let us consider the subsequence (xnk)k of (xn)n. First of all, for every t ∈ J, since S(t, 0)
and C(t, 0) are linear and bounded, from (4.36) and (4.37) we deduce

xnk(t) ⇀ C(t, 0)x + S(t, 0)y + GS f (t) := x(t),

where x : J → X is a continuous function.
Then, since xnk ∈ T(M0), k ∈N, by (4.25) we can write

‖xnk − x‖C(J;X) ≤ r + ‖x‖C(J;X),

i.e. the sequence (xnk − x)k is uniformly bounded. So, thanks to Proposition 2.1 xnk ⇀ x. Then
we deduce that T(M0) is relatively weakly sequentially compact and so T(M0) is relatively
weakly compact.

Finally, recalling (4.26) we can conclude that M0 is weakly compact.

Now we state some conditions on F and N in order to have property (T) true in a Banach
space X, i.e. the following selection proposition.

Proposition 4.6. Let X be a Banach space, F : J × X → P(X) be a multimap having the properties
F1, F2, F3, F4 and N : J → Ĉw(C(J; X); X) be a map satisfying N1, N2. If FN holds, then for every
u ∈ C(J; X) the set S1

F(·,N(·)u) is nonempty.

Proof. First of all, fixed u ∈ C(J; X), we define the following function qu : J → X

qu(t) = N(t)u, t ∈ J (4.38)

and by N1 we say that qu is B-measurable. Moreover, in correspondence of the costant c ∈ N

of N2, there exists ru ∈ N, ru > c such that ‖u(t)‖X ≤ ru, t ∈ J. Now, we consider F|J×Mu :
J ×Mu → P(X), where

Mu = BX(0, ru). (4.39)

and we consider on Mu the metric d induced by that on the Banach space X.
We will show that this multimap satisfies all the hypotheses of Theorem 2.12.
First of all f1), f2) and f3) of Theorem 2.12 are true for the restriction F|J×Mu (see F1, F2 and

F3 respectively).
Now, for the fixed ru in (4.39), from F4 there exists ϕru ∈ L1

+(J) such that (see (4.2))

sup
z∈F(t,Mu)

‖z‖ ≤ ϕru(t), a.e. t ∈ J,

i.e. f4) of Theorem 2.12 is true for F|J×Mu .
Finally, fixed a sequence (un)n, un ∈ Mu, such that un → v in Mu, we consider, for every

n ∈N, gn : J → X so defined
gn(t) = un, t ∈ J. (4.40)

Clearly gn ∈ BC(J;X)(0, ru) (see (4.39)). Then, fixed t ∈ J \ A, where A is defined in FN, we
show that

⋃
n F(t, un) is relatively weakly compact. Indeed, considering a sequence (xp)p, xp ∈
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⋃
n F(t, un), we fix the following countable sets C0 = {gn : n ∈ N} and C1 = {xp : p ∈ N}.

Now C0 ⊂ BC(J;X)(0, ru) and C1 has the property (see (4.40))

C1 ⊂
⋃
n

F(t, un) =
⋃
n

F(t, gn(t)) ⊂ F(t, C0(t) ∪ N(t)C0).

By hypothesis FN there exists νru ∈ L1
+(J) such that

β(C1) ≤ νru(t)β(C0(t)).

Recalling the convergence un → v we have β(C0(t)) = 0 and so β(C1) = 0, i.e. C1 is relatively
weakly compact. Then there exists a subsequence of (xp)p weakly convergent in X. By the
arbitrariness of (xp)p, the set

⋃
n F(t, un) is relatively sequentially weakly compact and so it is

also relatively weakly compact. Therefore property f5) of Theorem 2.12 holds for F|J×Mu .
Hence, in correspondence of qu : J → X defined in (4.38), there exists a B-selection gqu : J →

X, for the multimap F|J×Mu(·, qu(·)). Now, recalling that ru > c for every t ∈ J, N(t)u ∈ Mu

(see (4.39) and N2), and by (4.38) we have F|J×Mu(t, qu(t)) = F(t, N(t)u). So

gqu(t) ∈ F(t, N(t)u), a.e. t ∈ J. (4.41)

Moreover, by using F4 there exists ϕru ∈ L1
+(J) such that (see (4.39))

‖gqu(t)‖X ≤ ϕru(t), a.e. t ∈ J.

Hence gqu ∈ L1(J; X) and, by (4.41), we have gqu ∈ S1
F(·,N(·)u), i.e. the set S1

F(·,N(·)u) is nonempty.

Finally we are in a position to establish the following existence result of mild solutions for
(P)N in weakly compactly generated Banach spaces.

Theorem 4.7. Let X be a WCG Banach space and {A(t)}t∈J a family of operators which satisfies the
property (A).

Let F : J × X → P(X) be a multimap and N : J → Ĉw(C(J; X); X) be a map satisfying F1, F2,
F3, F4 and N1, N2 respectively, and FN. Let g, h : C(J; X)→ X be two functions satisfying gh1, gh2
and gh3.

Then there exists at least one mild solution for the nonlocal problem (P)N.

Proof. First of all by using Proposition 4.4 and Proposition 4.6 we can say that there exists
r > c, T(Kr) ⊂ Kr, such that the map Tr = T|Kr

: Kr → P(C(J; X)) defined as in (4.5) is well
posed, where Kr is presented in (4.24).

In order to obtain the thesis we want to apply the fixed point Theorem 2.14 to Tr. At first,
by F1 we deduce that Tr takes convex values, i.e. i) of Theorem 2.14 is satisfied.

Moreover, since Tr(Kr) ⊂ Kr, we have co(Tr(Kr ∪ {0})) ⊂ Kr, i.e. hypothesis ii) of Theo-
rem 2.14 holds.

Next, Proposition 4.5 ensures the existence and the weakly compactness of the smallest
(0, Tr)-fundamental set M0, i.e. iii) of Theorem 2.14 is true.

Finally, thanks to Proposition 4.3, the restriction of Tr to the set weakly compact set M0

has weakly sequentially closed graph, i.e. iv) of Theorem 2.14 holds.
In conclusion we can apply Theorem 2.14 to Tr. Hence the multioperator T has a fixed

point in M0, i.e. there exists x ∈ M0 such that

x(t) = C(t, 0)g(x) + S(t, 0)h(x) +
∫ t

0
S(t, ξ) f (ξ) dξ, t ∈ J

where f ∈ S1
F(·,N(·)x). Of course, x is a mild solution for (P)N.
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Clearly, an immediate consequence of Theorem 4.7 is the following existence result for
Cauchy problems.

Corollary 4.8. Let X be a WCG Banach space and x0, x1 ∈ X. Under the assumptions (A), F1, F2,
F3, F4, FN and N1, N2, there exists at least one mild solution for the Cauchy problem

x′′(t) ∈ A(t)x(t) + F(t, N(t)x), t ∈ J

x(0) = x0

x′(0) = x1.

Remark 4.9. Let us note that Theorem 4.7 extends in broad sense Proposition 4.3 of [8]. In
particular we remove the hypothesis of compactness on the operators S(t, s), (t, s) ∈ J × J,
and we use the weak topology instead of the strong one on the maps involved in the nonlocal
problem.

4.2 Existence of mild solutions in reflexive spaces

In this subsection we discuss the existence of mild solutions to the problem (P)N in the par-
ticular case of reflexive Banach spaces. In this case we are able to omit assumptions FN and
gh3 of Theorem 4.7. Let us note that the lack of these hypotheses implies that this result is
new with respect to Theorem 4.7 since the reflexivity does not imply that gh3 holds. For this
reason it is necessary to modify in some points the proof of the previous existence result and
also to prove a variant of Theorem 2.12. Let us note that the reflexivity of the space allows us
to remove hypothesis f5) of Theorem 2.12 in order to establish the existence of a selection for
multimaps perturbed by an operator.

This new proposition plays a key role in order to show the good position of the solution
multioperator in this new setting. Moreover, in order to prove the existence of at least a mild
solution for the nonlocal problem (P)N, we use again the fixed point Theorem 2.14, but instead
of the Containment Theorem, we work with the property of weak upper semicontinuity and
with the classical Hahn–Banach Theorem.

Theorem 4.10. Let J = [0, a], M be a metric space, X a reflexive Banach space, F : J ×M → P(X)

a multimap having the properties f1), f2), f3), f4) of Theorem 2.12 and N : J → Ĉw(C(J; X); M) be a
map satifying N1.

Then, for every u ∈ C(J; X), there exists y ∈ L1(J; X) with y(t) ∈ F(t, N(t)u) for a.e. t ∈ J.

Proof. First of all, by f2) we easily can deduce

f2)w for every simple function s : J → M, the multimap F(·, s(·)) has a B-measurable selec-
tion.

Now, fixed u ∈ C(J; X), we define qu : J → M as

qu(t) = N(t)u, t ∈ J (4.42)

Clearly, by N1 the map qu is B-measurable and so there exists a sequence of simple functions
(su

n)n, su
n : J → M, such that

su
n(t)→ qu(t), a.e. t ∈ J. (4.43)

Hence, fixed n ∈ N, in correspondence of the simple function su
n, by f2)w there exists a B-

measurable function yu
n : J → X such that

yu
n(t) ∈ F(t, su

n(t)) a.e. t ∈ J. (4.44)
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Now, let us consider A = {yu
n, n ∈N} ⊂ L1(J; X). By f4) and (4.44) we have that

‖yu
n(t)‖X ≤ ϕ(t), a.e. t ∈ J, n ∈N, (4.45)

i.e. A(t) is bounded in X, a.e. t ∈ J. So, since X is a reflexive Banach space, A(t) is relatively
weakly compact, for a.e. t ∈ J. Moreover, (4.45) implies that A is bounded in L1(J; X) and it
has the property of equi-absolute continuity of the integral. Therefore, since the set A satisfies
all the hypotheses of Proposition 2.4, we can conclude that A is relatively weakly compact.
Hence there exist (yu

nk
)k ⊂ (yu

n)n and y ∈ L1(J; X) such that yu
nk

⇀ y.
Now, we can apply Proposition 2.7 to the multimap G : J → Pwk(X), defined by G(s) =

A(s)
w

, for every s ∈ J, and to the sequence (yu
nk
)k of L1(J; X), so we deduce

y(t) ∈ co w− lim sup
k→∞

{yu
nk
(t)}, a.e. t ∈ J. (4.46)

Next we fix H the null measure subset of J such that (4.43), (4.44), (4.46), f1) and f3) hold for
every t ∈ J \ H. By (4.44) we can claim

co w− lim sup
k→∞

{ynk(t)} ⊂ co w− lim sup
k→∞

F(t, su
nk
(t)), t ∈ J \ H. (4.47)

Moreover, we are able to prove

w− lim sup
k→∞

F(t, su
nk
(t)) ⊂ F(t, qu(t)), t ∈ J \ H. (4.48)

To this aim, let us fix t ∈ J \ H and z ∈ w− lim supk→∞ F(t, su
nk
(t)). Then there exists znkp

∈
F(t, su

nkp
(t)) such that znkp

⇀ z, where (nkp)p is an increasing sequence. Now, by (4.43) we
know that

su
nkp

(t)→ qu(t),

therefore, since t /∈ H, hypothesis f3) implies z ∈ F(t, qu(t)). For the arbitrariness of z we can
conclude that (4.48) is true.

In virtue of f3) the convex set F(t, qu(t)) is closed in X so, by (4.48) and (4.42) we can write

co w− lim sup
k→∞

F(t, su
nk
(t)) ⊂ F(t, N(t)u). (4.49)

Finally, thanks to (4.46), (4.47), (4.49), we can conclude that the map y ∈ L1(J; X) satisfies
y(t) ∈ F(t, N(t)u) a.e. t ∈ J, so the thesis holds.

Now we show that in reflexive Banach spaces we can omit some assumptions on the
multimap F and on the map N required in Proposition 4.3 and Proposition 4.5.

Proposition 4.11. Let X be a reflexive Banach space. Under assumptions (A), (T), F1, F3, F4, N2 and
gh1, the multioperator T has a weakly sequentially closed graph.

Proof. As in Proposition 4.3 we fix two sequences (qn)n ⊂ C(J; X) and (xn)n ⊂ C(J; X), weakly
convergent to q, x ∈ C(J; X) respectively, with xn ∈ Tqn, n ∈N.

By (T) we can say that, for every n ∈N, there exists (see (4.6))

fn ∈ S1
F(·,N(·)qn)

(4.50)
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such that (see (4.5))

xn(t) = C(t, 0)g(qn) + S(t, 0)h(qn) +
∫ t

0
S(t, ξ) fn(ξ) dξ, t ∈ J.

Now we want to prove that the set A = { fn : n ∈ N} satisfies all the hypotheses of Proposi-
tion 2.4. Obviously, by (4.50), A is a subset of L1(J; X) and we have

fn(t) ∈ F(t, N(t)qn) ⊂ F(t, BX(0, c)), a.e. t ∈ J, n ∈N, (4.51)

where c is the constant presented in N2.
Now, put H the null measure set for which F4 and (4.51) hold, there exists ϕc ∈ L1

+(J)
such that (see (4.2))

‖ fn(t)‖X ≤ ϕc(t), t ∈ J \ H, n ∈N.

So A is bounded in L1(J; X) and A has also the property of equi-absolute continuity of the
integral. Moreover, for every t ∈ J \ H, A(t) being bounded on the reflexive space X, A(t) is
relatively weakly compact.

Hence, applying Proposition 2.4, the set A is relatively weakly compact in L1(J; X). So
there exist a subsequence ( fnk)k of ( fn)n and f ∈ L1(J; X) such that

fnk ⇀ f . (4.52)

Now, from (4.52) and by using the classical Mazur Theorem there exists a sequence ( f̃nk)k
made up of convex combinations of fnk ’s, such that f̃nk → f in L1(J; X). So, up to a subse-
quence, we have

f̃nkp
(t)→ f (t), a.e. t ∈ J. (4.53)

Let H∗ be the null measure set for which (4.53), (4.4), (4.51), F3 and F4 hold. In order to show
that f ∈ S1

F(·,N(·)q) we prove that

f (t) ∈ F(t, N(t)q), t ∈ J \ H∗. (4.54)

If we assume that (4.54) is false, there exists t ∈ J \ H∗ such that f (t) /∈ F(t, N(t)q).
First, we want to establish that the multimap F|BX(0,c)(t, ·) is weakly upper semicontinuous

and, to this aim, we show that all the hypotheses of Proposition 2.10 are satisfied.
For every x ∈ BX(0, c) from F4 we can write F|BX(0,c)(t, x) ⊂ BX(0, ϕc(t)). Therefore, since

X is reflexive, from (4.4) (see F1, F3 and F4) we can say that the bounded set F|BX(0,c)(t, x)
is weakly compact. Moreover, the weak compactness of BX(0, ϕc(t)) obviously implies that
the multimap F|BX(0,c)(t, ·) is weakly compact. Further, recalling hypothesis F3, from Proposi-
tion 2.6 we deduce that F|BX(0,c)(t, ·) is a weakly closed multimap.

Hence, since all the hypotheses of Proposition 2.10 are satisfied, the multimap F|BX(0,c)(t, ·)
is weakly upper semicontinuous.

Now, let us consider the convex, closed set F|BX(0,c)(t, N(t)q) and the compact set { f (t)}.
Since we have assumed that f (t) /∈ F|BX(0,c)(t, N(t)q), by the classical Hahn–Banach Theorem
there exists a weakly open convex set V ⊃ F|BX(0,c)(t, N(t)q) satisfying

f (t) /∈ V = Vw (4.55)

Next, taking into account the weak upper semicontinuity of F|BX(0,c)(t, ·), there exists a weak
neighborhood WN(t)q of the point N(t)q such that

F|BX(0,c)(t, x) ⊂ V, x ∈WN(t)q ∩ BX(0, c). (4.56)
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Moreover, by the weak convergence of (qn)n to q and the weak sequential continuity of N(t),
the subsequence (N(t)qnkp

)p, indexed as in (4.53), weakly converges to N(t)q. So, there exists
N ∈ N such that, for every nkp ≥ N, N(t)qnkp

∈ WN(t)q. Since from N2 N(t)qnkp
∈ BX(0, c),

nkp ≥ N, we deduce that (see (4.56))

fnkp
(t) ∈ F|BX(0,c)(t, N(t)qnkp

)) ⊂ V, nkp ≥ N.

Now, thanks to the convexity of V, we can claim that the convex combinations f̃nkp
, satisfying

(4.53), have the following property

f̃nkp
(t) ∈ V, nkp ≥ N

and so
f (t) ∈ V = Vw,

which contradicts (4.55). Therefore (4.54) is true. By recalling that f ∈ L1(J; X) we obtain
f ∈ S1

F(·,N(·)q). Now, by using gh1 and the same technique of the final part of Proposition 4.3
we obtain x ∈ Tq.

Therefore we can conclude that T has a weakly sequentially closed graph.

Proposition 4.12. Let X be a reflexive Banach space and assumptions (A), (T), F4, N2 and gh2 hold.
If there exists r > c such that T(Kr) ⊂ Kr, where Kr = BC(J;X)(0, r), then there exists M0 the smallest
(0, Tr)-fundamental set which is weakly compact, where Tr is the restriction of T to the set Kr.

Proof. First of all, by using Theorem 2.13 and reasoning as at the beginning of Proposition 4.5,
there exists

M0 ⊂ BC(J;X)(0, r) = Kr

such that
M0 = co(Tr(M0) ∪ {0}). (4.57)

Now, we prove that M0 is weakly compact. To this end we establish that the set Tr(M0) is
relatively weakly compact.

Let (qn)n be a sequence in M0 and (xn)n be a sequence in C(J; X) such that xn ∈ Trqn, n ∈
N. Now, by (T), there exists a sequence ( fn)n, fn ∈ S1

F(·,N(·)qn)
, such that (see (4.5))

xn(t) = C(t, 0)g(qn) + S(t, 0)h(qn) +
∫ t

0
S(t, ξ) fn(ξ) dξ, t ∈ J.

Next, put A = { fn : n ∈ N}, reasoning as in Proposition 4.11, we can apply Proposition 2.4
(see N2 and F4). Therefore we have that the subset A of L1(J; X) is relatively weakly compact.
So there exist ( fnk)k subsequence of ( fn)n and f ∈ L1(J; X) such that fnk ⇀ f .

Now, by the weak sequential continuity of GS (see Proposition 3.2), we can write

GS fnk ⇀ GS f .

Next, thanks to hypothesis gh2, reasoning as in the final part of the proof of Proposition 4.5,
the subsequence (xnk)k of (xn)n weakly converges to a continuous function. Therefore T(M0)

is relatively weakly sequentially compact and so T(M0) is also relatively weakly compact.
Recalling (4.57) we deduce that the subset M0 of C(J; X) is weakly compact.
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Theorem 4.13. Let X be a reflexive Banach space, J = [0, a] and {A(t)}t∈J a family which satisfies
the property (A).

Let F : J × X → P(X) be a multimap and N : J → Ĉw(C(J; X); X) be a map satisfying F1, F2,
F3, F4 and N1, N2 respectively. Let g, h : C(J; X) → X be two functions having the properties gh1
and gh2.

Then there exists at least one mild solution for the nonlocal problem (P)N.

Proof. First of all, in the setting of theorem we have that property (T) is true. Indeed, fixed
u ∈ C(J; X), we define a function qu : J → X as in (4.38). Moreover, in correspondence of
c ∈ N, presented in N2, there exists ru ∈ N, ru > c, such that ‖u(t)‖X ≤ ru, for every
t ∈ J. Now we consider F|J×Mu : J ×Mu → P(X), where Mu = BX(0, ru), and we note that
hypotheses F1, F2, F3, F4 imply f1), f2), f3), f4) of Theorem 4.10 respectively. Moreover, the
map N satisfies N1 of Theorem 4.10. So, by considering on Mu the metric d induced by that
on X, we can conclude that there exists gu ∈ S1

F(·,N(·)u) (see (4.6)). Therefore, since (T) holds,
the map Tr = T|Kr

: Kr → P(C(J; X)), where Kr is defined in (4.24), is well posed.
Thanks to Propositions 4.4, 4.11, 4.12 and analogous arguments used in the proof of The-

orem 4.7 we are in a position to apply Theorem 2.14.
So there exists at least one one mild solution for (P)N.

Remark 4.14. Let us note that in reflexive Banach spaces we can omit hypothesis FN in Corol-
lary 4.8.

Remark 4.15. We observe that (P)N can be rewritten as the problem studied in [9]
x′′(t) ∈ A(t)x(t) + F(t, x(t)), t ∈ J

x(0) = g(x)

x′(0) = h(x)

(P)

by considering the map N : J → Ĉw(C(J; X); X) so defined

N(t)u = u(t), t ∈ J, u ∈ C(J; X).

Let us note that N is well posed by using Proposition 2.1.
Unfortunately Theorems 4.7 and 4.13 does not allow us to prove the existence of mild

solutions for (P) because the map N has not the property N2.

Finally we deduce as a consequence of Theorem 4.13 the existence of mild solutions satis-
fying a “periodicity condition” and having a fixed initial velocity.

Corollary 4.16. Let X be a reflexive Banach space and x ∈ X. Under the assumptions (A), F1, F2,
F3, F4 and N1, N2 there exists at least one mild solution for the problem

x′′(t) ∈ A(t)x(t) + F(t, N(t)x), t ∈ J = [0, a]

x(0) = x(a)

x′(0) = x.

(P)′N

Proof. By considering the maps g, h : C(J; X)→ X so defined

g(x) = x(a) and h(x) = x, x ∈ C(J; X)

it is easy to see by using Proposition 2.1 that gh1 is true. Moreover, the reflexivity of X allow us
to say that gh2 holds too. Since all the hypotheses of Theorem 4.13 are satisfied, we conclude
that there exists at least one mild solution of the problem (P)′N.
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5 Controllability for a problem driven by (E)

Now, we are in a position to study the controllability for the problem mentioned in the in-
troduction, subjected to mixed conditions and governed by the wave equation (E) under the
action of a suitable operator.

First of all we use, as in [21], the identification between functions defined on the quotient
group T = R/2πZ with values in C and 2π-periodic functions from R to C. Moreover, we
consider the space L2(T, C), i.e. the space of all functions defined in R and assuming values
in C, 2-integrable in [0, 2π] and 2π-periodic, with the usual norm ‖ · ‖L2(T,C).

In particular, we want to study the following problem

∂2w
∂t2 (t, ξ) = ∂2w

∂ξ2 (t, ξ) + b(t) ∂w
∂ξ (t, ξ) + f (t, ξ, Im e(ŵ)

2e(ŵ)+1

∫ t
0 p(s) ds) + u(t, ξ)

w(t, 0) = w(t, 2π), t ∈ J
∂w
∂ξ (t, 0) = ∂w

∂ξ (t, 2π), t ∈ J

w(0, ξ) = w(a, ξ), a.e. ξ ∈ R

∂w
∂t (0, ξ) = x0, a.e. ξ ∈ R

u(t, ξ) ∈ U(t), a.e. t ∈ J, ξ ∈ R

(C)

where x0 ∈ C, J = [0, a], a > 0, b ∈ C1(J), p ∈ L1(J), f : J×R×C→ C, e : C(J, L2(T, C))→ C

are suitable maps, ŵ : J → L2(T, C), where ŵ(t) = w(t, ·), and U : J → P(C).
In order to rewrite problem (C) into the abstract form (P)′N, it is necessary to define the

Banach space X, the family {A(t) : t ∈ J} and the nonlinear term F.

First of all we assume the Banach space X = L2(T, C). Moreover, we denote by H1(T, C)

and by H2(T, C) respectively the following Sobolev spaces

H1(T, C) =

{
x ∈ L2(T, C) : there exists

dx
dξ
∈ L2(T, C)

}

H2(T, C) =

{
x ∈ L2(T, C) : there exist

dx
dξ

,
d2x
dξ2 ∈ L2(T, C)

}
.

Further we consider the operator A0 : H2(T, C)→ L2(T, C) so defined

A0x =
d2x
dξ2 , x ∈ H2(T, C) (5.1)

and we recall that the A0 is the infinitesimal generator of a strongly continuous cosine family
{C0(t)}t∈R, where C0(t) : L2(T, C)→ L2(T, C), for every t ∈ R (see [21]).

Then we fixed the function P : J → L(H1(T, C), L2(T, C)) defined as

P(t)x = b(t)
dx
dξ

, t ∈ J, x ∈ H1(T, C). (5.2)

Now we can introduce the family {A(t) : t ∈ J} where, for every t ∈ J, A(t) : D(A) =

H2(T, C)→ L2(T, C) is the following operator

A(t) := A0 + P(t). (5.3)

Let us note that the family {A(t) : t ∈ J} generates a fundamental system {S(t, s)}(t,s)∈J×J
(see [21, Lemma 4.1]) and, for every x ∈ D(A), the map t 7→ A(t)x is continuous.

Moreover, let us consider e : C(J, L2(T, C))→ C an operator such that
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e)1 e linear, bounded such that e(h) 6= − 1
2 , for all h ∈ C(J, L2(T, C)),

the map f : J ×R×C→ C having the following properties

f)1 f (t, ξ + 2π, z) = f (t, ξ, z), for all (t, ξ, z) ∈ J ×R×C;

f)2 f (t, ·, y(·)) ∈ L2(T, C), for every t ∈ J, y ∈ L2(T, C);

f)3 for every y ∈ L2(T, C), the map t 7→ f (t, ·, y(·)) is weakly measurable;

f)4 there exists α ∈ L1
+(J) such that

Ka
∫ a

0
α(θ) dθ < 1

where K is presented in Section 3 and

‖ f (t, ξ, z)− f (t, ξ, w)‖C ≤ α(t)‖z− w‖C, z, w ∈ C, ξ ∈ R, a.e. t ∈ J; (5.4)

f)5 for a.e. t ∈ J and every (yn)n, yn ∈ L2(T, C) such that yn ⇀ y, y ∈ L2(T, C), the sequence
( f (t, ·, yn(·)))n uniformly converges to f (t, ·, y(·)) in R;

f)6 for every t ∈ J, f (t, ·, 0) ∈ L2(T, C) and the map t 7→ ‖ f (t, ·, 0)‖L2(T,C) is in L1(J);

and the multimap U : J → P(C) having the following properties:

U)1 for every t ∈ J, U(t) is closed and convex;

U)2 for every y ∈ L2(T, C), the map t 7→ infz∈U(t)
( ∫ 2π

0 ‖y(ξ)− z‖2
C dξ

) 1
2 is M(J)⊗ B(R)-

measurable.

Let us note that, since our goal is to prove the existence of a mild solution, the exis-
tence of derivatives is not necessary. So it is sufficient to consider that w(t, ·) ∈ L2(T, C),
instead of w(t, ·) ∈ H2(T, C). In that follows, we revise functions w, u : J ×R → C such that
w(t, ·), u(t, ·) ∈ L2(T, C), for every t ∈ J, as two maps x, v : J → L2(T, C) respectively so
defined

x(t)(ξ) = w(t, ξ), t ∈ J, ξ ∈ R

v(t)(ξ) = u(t, ξ), t ∈ J, ξ ∈ R.

Now by using f)2 we can define the function f̃ : J × L2(T, C)→ L2(T, C) such that

f̃ (t, y)(ξ) = f (t, ξ, y(ξ)), t ∈ J, ξ ∈ R, y ∈ L2(T, C). (5.5)

Next we consider the multimap Ũ : J → P(L2(T, C))

Ũ(t) = {v ∈ L2(T, C) : ∃z ∈ U(t) such that v(ξ) = z, a.e. ξ ∈ R}, t ∈ J, (5.6)

which is obviously well defined. Thanks to hypothesis U)1 we deduce that Ũ(t) is closed
and convex, for every t ∈ J. Then, taking into account U)2 and the separability of L2(T, C),
Proposition 2.8 implies the measurability of Ũ.

Moreover, we define the multimap F : J × L2(T, C)→ P(L2(T, C)) in the following way

F(t, y) = { f̃ (t, y) + v : v ∈ Ũ(t)}, t ∈ J, y ∈ L2(T, C). (5.7)
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Finally, by using the linear and bounded operator e : C(J, L2(T, C)) → C and the L1-map
p : J → R, we construct N : J → Ĉw(C(J; L2(T, C)); L2(T, C)) such that, for every t ∈ J and
every h ∈ C(J; L2(T, C)), the map N(t)h is so defined (see e)1)

[N(t)h](ξ) =
Im e(h)

2e(h) + 1

∫ t

0
p(s) ds, ξ ∈ R. (5.8)

Clearly, being the map N(t)h constant on R, we have that N(t)h ∈ L2(T, C) and, for every
t ∈ J, N(t) is weakly sequentially continuous. Therefore N is correctly defined too.

So by recalling (5.1), (5.2), (5.3), (5.5), (5.6), (5.7) and (5.8), problem (C) can be rewritten in
the abstract form

x′′(t) ∈ A0x(t) + P(t)x(t) + F(t, N(t)x) = A(t)x(t) + F(t, N(t)x), t ∈ J

x(0) = x(a)

x′(0) = x̂0

where x̂0 : R→ C is the function of L2(T, C) such that

x̂0(ξ) = x0, ξ ∈ R. (5.9)

At this point let us show that we can apply Corollary 4.16.
First of all, we note that the Banach space L2(T, C) is obviously reflexive. Moreover,

hypothesis (A) is clearly true thanks to the construction of the family {A(t) : t ∈ J}.
Now, let us show that hypotheses N1 and N2 are satisfied.
First of all, fixed h ∈ C(J; L2(T, C)) we note that N(·)h is a continuous map on J. Indeed,

fixed t ∈ J, we write (see (5.8))

‖N(t)h− N(t)h‖L2(T,C) =

{∫ 2π

0
‖[N(t)h](ξ)− [N(t)h](ξ)‖2

C dξ

} 1
2

=

∣∣∣∣∫ t

t
p(s) ds

∣∣∣∣ ∥∥∥∥ Im e(h)
2e(h) + 1

∥∥∥∥
C

√
2π

and, by the absolute continuity of the integral we have the continuity of N(·)h in t. Now,
being N(·)h ∈ C(J; L2(T, C)), obviously N satisfies hypothesis N1.

Moreover, for every t ∈ J and every h ∈ C(J; L2(T, C)), since ‖Im e(h)‖C ≤ ‖2e(h) + 1‖C,
we have

‖N(t)h‖L2(T,C) ≤
√

2π‖p‖1 := c,

i.e. hypothesis N2 holds.
Now we show that the multimap F satisfies hypotheses F1–F4.
First of all, since Ũ has convex values, we can say that F takes convex values too, i.e. F1

holds.
Next we prove that, fixed y ∈ L2(T, C), the multimap F(·, y) has a B-selection.
Since L2(T, C) is a separable Banach space and taking into account f)3, Proposition 2.2

allows us to say that f̃ (·, y) is B-measurable.
Moreover, by recalling that Ũ is measurable and takes closed values, by using Proposi-

tion 2.9 there exists aM(J)⊗B(L2(T, C))-measurable ũ : J → L2(T, C) such that ũ(t) ∈ Ũ(t),
for every t ∈ J. Then, by using the separability of the space L2(T, C), ũ is also B-measurable
(see again Proposition 2.2).
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So, qy : J → L2(T, C) so defined qy(t) := f̃ (t, y) + ũ(t), t ∈ J, is B-measurable and such
that qy(t) ∈ F(t, y), for every t ∈ J (see (5.7)). Therefore, hypothesis F2 holds.

Now, we show that also hypothesis F3 is true.
Put H the null measure set for which f)5 holds, we fix t ∈ J \ H and (yn)n, (qn)n two

sequences in L2(T, C) such that yn ⇀ y, qn ⇀ q, where y, q ∈ L2(T, C), and qn ∈ F(t, yn), for
every n ∈N. Now, from (5.7), there exists vn ∈ Ũ(t) such that

qn = f̃ (t, yn) + vn, n ∈N. (5.10)

Recalling f)5 we have that ( f (t, ·, yn(·)))n uniformly converges to f (t, ·, y(·)) hence, by (5.5),
we can write for every ε > 0 there exists nt = nt(

ε√
2π
) ∈ N such that, for every n ≥ nt,

‖ f̃ (t, yn)(ξ)− f̃ (t, y)(ξ)‖C < ε√
2π

, ξ ∈ T, and so we have ‖ f̃ (t, yn)− f̃ (t, y)‖L2(T,C) < ε. Then
we can say

f̃ (t, yn)→ f̃ (t, y) in L2(T, C). (5.11)

Now, by (5.10) we have
vn = qn − f̃ (t, yn), n ∈N,

so (5.11) and the weak convergence of (qn)n imply

vn ⇀ q− f̃ (t, y) =: v,

where v ∈ L2(T, C).
Further, since (vn)n is a sequence in the weakly closed set Ũ(t), the weak limit v ∈ Ũ(t)

hence, by (5.7), we deduce q = f̃ (t, y) + v ∈ F(t, y). Therefore F3 holds.
Finally we prove that F4 is also true.
First of all, let H̃ the null measure set for which (5.4) of f)4 holds. For every n ∈ N, let us

fix y ∈ BL2(T,C)(0, n) and t ∈ J \ H̃. Now, fixed q ∈ F(t, y), by (5.7) there exists v ∈ Ũ(t) such
that q = f̃ (t, y) + v and, named z ∈ C such that v(ξ) = z a.e. ξ ∈ T (see (5.6)), we have (see
(5.5) and f)4)

‖q‖L2(T,C) ≤ ‖ f̃ (t, y)‖L2(T,C) + ‖v‖L2(T,C)

≤
{∫ 2π

0
[α(t)‖y(ξ)‖C + ‖ f (t, ξ, 0)‖C]

2 dξ

} 1
2

+

{∫ 2π

0
‖z‖2

C dξ

} 1
2

≤
{∫ 2π

0
α2(t)‖y(ξ)‖2

C dξ

} 1
2

+

{∫ 2π

0
‖ f (t, ξ, 0)‖2

C dξ

} 1
2

+

{∫ 2π

0
2α(t)‖ f (t, ξ, 0)‖C‖y(ξ)‖C dξ

} 1
2

+
√

2π‖z‖C

≤ α(t)‖y‖L2(T,C) + ‖ f (t, ·, 0)‖L2(T,C)

+
√

2α(t)
√
‖ f (t, ·, 0)‖L2(T,C)

√
‖y‖L2(T,C) +

√
2π‖z‖C.

So, recalling that y ∈ BL2(T,C)(0, n), we have

‖q‖L2(T,C) ≤ α(t)n + ‖ f (t, ·, 0)‖L2(T,C) +
√

2nα(t)
√
‖ f (t, ·, 0)‖L2(T,C) +

√
2π‖z‖C.

Therefore, put ϕn : J → R+
0 so defined

ϕn(t) := α(t)n + ‖ f (t, ·, 0)‖L2(T,C) +
√

2n
√

α(t)
√
‖ f (t, ·, 0)‖L2(T,C) +

√
2π‖z‖C,
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by the arbitrariness of q ∈ F(t, y) and y ∈ BL2(T,C)(0, n) we deduce

‖F(t, BL2(T,C)(0, n))‖ ≤ ϕn(t) a.e. t ∈ J. (5.12)

As a consequence of f)4, f)6 and by using Hölder inequality it is easy to see that ϕn ∈ L1
+(J).

Moreover, by f)4 we also have

lim sup
n→∞

Ka
∫ a

0 ϕn(t) dt
n

= Ka
∫ a

0
α(t) dt < 1. (5.13)

So (5.12) and (5.13) establish F4.
By virtue of arguments above presented, we are in the position to apply Corollary 4.16.

Then there exists a continuous function x̂ : J → L2(T, C) such that

x̂(t) = C(t, 0)x̂(a) + S(t, 0)x̂0 +
∫ t

0
S(t, s)q̂(s) ds, t ∈ J (5.14)

x̂(0) = x̂(a) x̂′(0) = x̂0, (5.15)

where q̂ ∈ S1
F(·,N(·)x̂) = {q ∈ L1(J; L2(T, C)) : q(t) ∈ F(t, N(t)x̂) a.e. t ∈ J}.

Now we consider vx̂ : J → L2(T, C) as

vx̂(t) = q̂(t)− f̃ (t, N(t)x̂), t ∈ J. (5.16)

In order to prove that vx̂ is B-measurable, we begin by showing that f̃ (·, N(·)x̂) is B-
measurable. To this aim we consider the multimap G : J × L2(T, C) → Pk(L2(T, C)) so
defined (see (5.5))

G(t, y) = { f̃ (t, y)}, t ∈ J, y ∈ L2(T, C)

and we establish that G satisfies all the hypotheses of Theorem 2.11.
First of all, fixed y ∈ L2(T, C), thanks to hypothesis f)3 and to the separability of L2(T, C),

G(·, y) = { f̃ (·, y)} has obviously a B-measurable selection, so hypothesis i) of Theorem 2.11
holds. Next, let us fix t ∈ J \ H, where H is the null measure set for which (5.4) is true, and
y ∈ L2(T, C). Then by (5.5) we have

‖ f̃ (t, y)− f̃ (t, y)‖L2(T,C) = α(t)‖y− y‖L2(T,C), y ∈ L2(T, C).

So, passing to the limit for y → y we obtain that f̃ (t, ·) is continuous in y. Obviously, for a.e.
t ∈ J, G(t, ·) is upper semicontinuous in L2(T, C), i.e. hypothesis ii) of Theorem 2.11.

Finally, since we have already proved N1, we know that N(·)x̂ is B-measurable. By using
Theorem 2.11, f̃ (·, N(·)x̂) is B-measurable too. Therefore, being q̂ B-measurable, also vx̂ is
B-measurable.

At this point, put w : J ×R→ C and u : J ×R→ C respectively so defined

w(t, ξ) = x̂(t)(ξ), u(t, ξ) = vx̂(t)(ξ), t ∈ J, ξ ∈ R, (5.17)

we show that {w, u} is an admissible mild-pair for (C). By (5.14) and (5.15) we immediately
have that, for every ξ ∈ R, w(·, ξ) is continuous on J, w(ξ, 0) = w(ξ, a) and, for every t ∈ J,
w(t, ·) is 2-integrable on [0, 2π] and 2π-periodic. Let us note that, for every ξ ∈ R for which
w(·, ξ) is derivable at 0, we have ∂w

∂t (0, ξ) = x0 (see (5.15) and (5.9)).
Then, fixed t ∈ J \ H, where H is the null measure set such that q̂(·) ∈ F(·, N(·)x̂) in J \ H,

by (5.7) there exists vt ∈ Ũ(t) such that

q̂(t) = f̃ (t, N(t)x̂) + vt.
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On the other hand, from (5.16) we have

q̂(t) = f̃ (t, N(t)x̂) + vx̂(t).

Therefore, vx̂(t) = vt. Hence vx̂(t) ∈ Ũ(t), a.e. t ∈ J. Since by (5.6) we have vx̂(t)(ξ) ∈ U(t),
a.e. t ∈ J, ξ ∈ R, by (5.17) we can write u(t, ξ) ∈ U(t), a.e. t ∈ J, ξ ∈ R. Then, by the
B-measurability of vx̂, for a.e. ξ ∈ R, the map u(·, ξ) is B-measurable too. Clearly for every
t ∈ J, u(t, ·) is 2-integrable on [0, 2π] and 2π-periodic.

Hence, we can conclude that {w, u} is an admissible mild-pair for (C).

Finally we are able to enunciate the following result.

Theorem 5.1. In the framework above described, there exist w, u : J×R→ C satisfying the following
properties

(w1) for every t ∈ J, w(t, ·) is 2-integrable on [0, 2π] and 2π-periodic;

(w2) for every ξ ∈ R, w(·, ξ) is continuous on J;

(w3) w(0, ξ) = w(a, ξ), for every ξ ∈ R;

(w4) for every ξ ∈ R such that w(·, ξ) is derivable at 0, we have ∂w
∂t (0, ξ) = x0;

(u1) for every t ∈ J, u(t, ·) is 2-integrable on [0, 2π] and 2π-periodic;

(u2) for every ξ ∈ R, u(·, ξ) is B-measurable and such that u(t, ξ) ∈ U(t), for
a.e. t ∈ J, ξ ∈ R,

i.e. {w, u} is an admissible pair for (C) such that

w(t, ξ) = [C(t, 0)w(a, ·)](ξ) + [S(t, 0)x̂0](ξ) +
∫ t

0
[S(t, s)q(s, ·)](ξ) ds, t ∈ J, ξ ∈ R

where x̂0(ξ) = x0 for every ξ ∈ R and q : J ×R→ C is so defined

q(t, ξ) = f
(

t, ξ,
Im e(ŵ)

2e(ŵ) + 1

∫ t

0
p(s) ds

)
+ u(t, ξ), t ∈ J, ξ ∈ R,

being ŵ : J → L2(T, C), a map such that ŵ(t) = w(t, ·), for every t ∈ J.

6 Conclusions and future studies

In this paper, the existence of mild solutions to a nonlocal problem governed by a semilinear
second order differential inclusion in Banach spaces is investigated. The novelty with respect
to the known results of [9] is the presence of an operator which intervenes on the dynamics
described through a second order differential inclusion. Our first result is obtained with a
fixed point approach, by applying ideas about measures of weak noncompactness, a selec-
tion theorem and a containment theorem. Further, in order to analyze the case of reflexive
spaces a new selection theorem is proved and a combination of this result with the classical
Hahn–Banach Theorem and the weak upper semicontinuity property is used. The applied
method enables us obtaining the existence results without any compactness requirement both
on the family generated by the linear part and on the nonlinear multivalued term. Finally our
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theoretical theorems are applied to study the controllability of a problem driven by a wave
equation.

A possible future direction of research related to this topic could be to broaden the class
of models to which it can be applied. For example could be interesting to remove the bound-
edness type property on the perturbation operator N, perhaps using a different fixed point
theorem. As we noted in Remark 4.15, this assumption does not allow to see a non-perturbed
problem as a particular case of a perturbed one. Moreover, in a contest of lack of compactness,
this boundedness property on N does not make it possible to investigate problems involving
operators N having a stabilization effect on the solution, like those studied in [8] under strong
compactness assumptions.
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