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#### Abstract

We establish a uniqueness theorem and a Liouville type result for positive radial solutions of some classes of nonlinear autonomous equation with the $k$-Hessian operator. We also give some interesting qualitative properties of solutions. We provide an approach, based upon a Pohozaev-type identity, that unifies all our results.
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## 1 Introduction

Let $\Omega=\mathbb{R}^{n}$ or $\Omega=B$ a finite ball about the origin. For $1 \leq k \leq n$ and $u \in C^{2}(\Omega)$, let $S_{k}\left(D^{2} u\right)$ denote the $k$-Hessian operator of $u$ which is defined by

$$
S_{k}\left(D^{2} u\right)=\sigma_{k}\left(\lambda\left[D^{2} u\right]\right)=\sum_{1 \leq i_{1}<\cdots<i_{k} \leq n} \lambda_{i_{1}} \cdots \lambda_{i_{k}}
$$

where $\lambda\left[D^{2} u\right]=\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ denotes the eigenvalues of the Hessian matrix $D^{2} u$ of $u$ and $\sigma_{k}$ is the $k^{\text {th }}$ elementary symmetric polynomial in $n$ variables. This family of partial differential operators includes the Laplace and Monge-Ampère operator, respectively, when $k=1$ and $k=n$. The study of general $k$-Hessian operators have many applications in geometry, optimization theory and other related fields. It began with the work of Krylov [15] and Caffarelli, Nirenberg, and Spruck [3]; and was continued by Jacobson [13], Trudinger and Wang [26,27], Tso [28] and Wang [29], among others. In this paper, we consider the Dirichlet boundary value problem

$$
\begin{align*}
S_{k}\left(D^{2}(-u)\right) & =f(u) & & \text { on } \Omega \\
u & >0 & & \text { on } \Omega  \tag{1.1}\\
u & =0 & & \text { on } \partial \Omega .
\end{align*}
$$

[^0]For $\Omega=\mathbb{R}^{n}$, the Dirichlet boundary condition is understood to mean that

$$
\lim _{|x| \rightarrow \infty} u(x)=0 .
$$

When $k=1$, problem (1.1) is reduced to

$$
\begin{align*}
-\Delta u & =f(u) & & \text { on } \Omega \\
u & >0 & & \text { on } \Omega  \tag{1.2}\\
u & =0 & & \text { on } \partial \Omega .
\end{align*}
$$

The interest in radial solutions is sparked by the well known results of Gidas, Ni, and Nirenberg $[11,12]$. The authors showed that any solution of problem (1.2) is necessarily radially symmetric. The uniqueness of ground state solution (radial solution in $\Omega=\mathbb{R}^{n}$ ) plays an important role in physics. This importance was mentioned, for instance, by Troy [25] and the references therein for the logarithmic Schrödinger equation $-\Delta u=u \ln u$. Over the past half century, the question of uniqueness of radial solution of problem (1.2) has been explored under a variety of conditions on the non-linearity $f(u)$. For relevant references, see [1,4,6-9,14,16-19,21-25,31]. In general, two types of datum $f(u)$ are considered: $f(u)>0$ on the whole of the interval $(0, \infty)$, or $f(u)<0$ on $(0, \gamma)$ and $f(u)>0$ on $(\gamma, \infty)$ for some $\gamma>0$. The fundamental examples correspond to $f(u)=u^{p}$ and $f(u)=u^{p}-u, p>1$. A natural question to ask is whether uniqueness of radial solutions of problem (1.1) continues to hold for general $k$-Hessian operators. This question seems to have received almost no attention in the literature and little is known when $2 \leq k \leq n$. Clément, Figueiredo and Mitidieri [5] studied problem (1.1) in $\Omega=B$ and $f(u)=\lambda e^{u}, \lambda>0$, which is known as Liouville-Gelfand problem in the literature. The authors proved the existence of $\lambda^{*}>0$ such that the LiouvilleGelfand problem has exactly two radial solutions if $0<\lambda<\lambda^{*}$, a unique radial solution if $\lambda=\lambda^{*}$, and no radial solutions if $\lambda>\lambda^{*}$. The question of uniqueness has been explored also by Wei [30] and Zhang [32] over the last few years. Wei apply the argument of Erbe and Tang $[8,9]$ to prove the uniqueness of radial solutions to problem (1.1) when $1 \leq k<n / 2$ and $f(u)$ satisfies some convexity conditions. The argument is based upon a Pohozaev-type identity and the monotone separation techniques. Zhang proved existence and uniqueness of radial solution of problem (1.1) where $f(u)$ is replaced by $\lambda f(u)$ a positive continuous function which satisfies some growth conditions at $\infty$ and 0 , and $\lambda$ is a large parameter. We also note that a characterization of semi-stable radial solutions of some class of autonomous $k$-Hessian equation in the unit ball have been studied recently in [20]. We mention here that all the aforementioned authors investigated problem (1.1) in $\Omega=B$ and a non-linearity $f(u)$ which is always assumed to be positive on the whole of $(0, \infty)$.

In the present work, we are concerned with radial solutions of problem (1.1) in $\Omega=B$ or $\Omega=\mathbb{R}^{n}$ and datum $f(u)$ of the form:
(a) $f_{1}(u)=u^{p}-u^{k}, k<p$.
(b) $f_{2}(u)=u^{k}-u^{p}, 0<p<k$.
(c) $f_{3}(u)=u^{k}(\ln u+\beta), \beta \in \mathbb{R}$.

Here $k \in\{1, \ldots, n\}$ is the index of the Hessian operator and $p$ is a parameter. As far as we know this is the first work dealing with non-linearity $f(u)$ which change sign on $(0, \infty)$. Our main results are the following:

Theorem 1.1 (Liouville-type results). Let $n \geq 1$ and $k \in\{1, \ldots, n\}$.

1. If $f(u)=u^{p}-u^{k}, p>k$ and

$$
p(n-2 k) \geq k(n+2), \quad n>2 k,
$$

then problem (1.1) has no radial solutions in $\Omega=B$.
2. If $f(u)=u^{k}-u^{p}, 0<p<k$ then problem (1.1) has no radial solutions in $\Omega=\mathbb{R}^{n}$.

We mention that similar nonexistence result of radial solutions of problem (1.1) in $\Omega=B$ was established in $[5,28]$ when $f(u)=u^{p}, p>1$. In our second main result, we give some interesting qualitative properties of radial solutions of problem (1.1).

Theorem 1.2. Let $n \geq 1$ and $k \in\{1, \ldots, n\}$. Let $f(u)=f_{i}(u), i=1,2$ or 3 .

1. Suppose that problem (1.1) admits a radial solution $u_{j}$ in $\Omega=B_{j}$ a finite ball of radius $b_{j}$, $j=1$, 2. If $u_{1}(0)<u_{2}(0)$ then $b_{2}<b_{1}$, and $u_{1}(r)$ and $u_{2}(r)$ intersect exactly once in $\left(0, b_{2}\right)$.
2. If problem (1.1) admits a radial solution $u$ in $\Omega=B$ for some ball $B$ then there is no radial solution $v$ in $\Omega=\mathbb{R}^{n}$ such that $u(0)<v(0)$.

As an immediate consequence, we have the following uniqueness result in balls.
Corollary 1.3. Problem (1.1) has at most one radial solution in $\Omega=B$.
Theorem 1.4 (Uniqueness results in $\Omega=\mathbb{R}^{n}$ ). Let $n \geq 1$ and $k \in\{1, \ldots, n\}$.

1. If $f(u)=u^{p}-u^{k}, k<p$ and $p(n-2 k)<k(n+2)$ then problem (1.1) has at most one radial solution in $\Omega=\mathbb{R}^{n}$. Furthermore, if such a radial solution $u$ exists then

$$
u(x) \leq C \exp \left[-\frac{k+1}{2 k}\left(\frac{(p-k)}{(p+1) C_{n-1}^{k-1}}\right)^{\frac{1}{k+1}}|x|^{\frac{2 k}{k+1}}\right]
$$

where $C$ is a positive constant.
2. If $f(u)=u^{k}(\ln u+\beta)$ then the function

$$
u(x)=\exp \left[-\left(\frac{1}{2 C_{n-1}^{k-1}}\right)^{\frac{1}{k}} \frac{|x|^{2}}{2}+\frac{n}{2 k}-\beta\right]
$$

is the unique radial solution of problem (1.1) in $\Omega=\mathbb{R}^{n}$.
This theorem is an extension of the uniqueness results established in $[16,25]$ when $k=1$. We note that the kind of bound of solutions given in the first statement when $k=1$ has been proved in the celebrated work of Berestycki and Lions [2].

The following result is an immediate consequence of Theorems 1.2 and 1.4.
Corollary 1.5. For $f(u)=u^{k}(\ln u+\beta)$, problem (1.1) has no radial solution $u$ such that

$$
u(0)<\exp \left(\frac{n}{2 k}-\beta\right)
$$

neither in finite balls nor in the whole of $\mathbb{R}^{n}$.

We provide an approach, based upon a Pohozaev-type identity due to Tso [28], that unifies all our uniqueness and Liouville type results. Our method can be used without any restriction on $k \in\{1, \ldots, n\}$, including the Laplace operator when $k=1$ and also the Monge-Ampère operator when $k=n$.

We finally note that the question of uniqueness for problems of type (1.1) has been also explored with non-local operators. In this context, Frank, Lenzmann, and Silvestre [10] showed the uniqueness of ground state solutions for the non-linear equation

$$
(-\Delta)^{s} u+u-u^{p}=0 \quad \text { in } \mathbb{R}^{n},
$$

where $(-\Delta)^{s}$ denotes the fractional Laplacian with $s \in(0,1)$ and $p>1$ a real number. A little is known on the uniqueness of positive radial solutions for the fractional Laplacian.

## 2 Properties of radial solutions

For radial function $v(x)=v(r)$ with $r=|x|$, we have

$$
\begin{aligned}
S_{k}\left(D^{2}(-v)\right)(x) & =r^{1-n} \frac{C_{n-1}^{k-1}}{k}\left(r^{n-k}\left(-v^{\prime}\right)^{k}\right)^{\prime} \\
& =C_{n-1}^{k-1}\left(\frac{-v^{\prime}}{r}\right)^{k-1}\left(-v^{\prime \prime}-\frac{n-k}{k} \frac{v^{\prime}}{r}\right),
\end{aligned}
$$

where $C_{n-1}^{k-1}=\frac{(n-1)!}{(k-1)!(n-k)!}$ and $1 \leq k \leq n$. Therefore, when referring to a radial solution $v$ of problem (1.1) in $\Omega$, we mean a $C^{2}$ function $v(|x|)=v(r)$ satisfies

$$
\begin{align*}
\frac{C_{n-1}^{k-1}}{k}\left(r^{n-k}\left(-v^{\prime}\right)^{k}\right)^{\prime} & =r^{n-1} f(v) & & \text { on }(0, b) \\
v & >0 & & \text { on }(0, b)  \tag{2.1}\\
\lim _{r \rightarrow b} v(r) & =0, & &
\end{align*}
$$

where $b$ denotes the radius of $\Omega(0<b \leq \infty)$ and $f=f_{i}, i=1,2,3$, the function defined by
(a) $f_{1}(v)=v^{p}-v^{k}, k<p$.
(b) $f_{2}(v)=v^{k}-v^{p}, \quad 0<p<k$.
(c) $f_{3}(v)=v^{k} \ln v+\beta v^{k}, \quad \beta \in \mathbb{R}$.

Denote by $\gamma_{f}$ the unique zero of $f$ in $(0, \infty)$. We note that $f<0$ on $\left(0, \gamma_{f}\right), f>0$ on $\left(\gamma_{f}, \infty\right)$ and

$$
\gamma_{f_{1}}=\gamma_{f_{2}}=1, \quad \gamma_{f_{3}}=e^{-\beta} .
$$

In the following lemma, we shall focus attention on some basic properties of solutions of problem (2.1).

Lemma 2.1. If $v$ is a solution of (2.1), then $v^{\prime}(0)=0, v(0)>\gamma_{f}$ and $v^{\prime}(r)<0$ for $0<r<b$.
Proof. The results are well known when $k=1$, see for instance [24]. So we can assume that $k \geq 2$. We first write equation (2.1) in the following equivalent form

$$
\begin{equation*}
C_{n-1}^{k-1}\left(\frac{-v^{\prime}}{r}\right)^{k-1}\left(-v^{\prime \prime}-\frac{n-k}{k} \frac{v^{\prime}}{r}\right)=f(v) . \tag{2.2}
\end{equation*}
$$

If $v^{\prime}(0) \neq 0$ then by letting $r$ tend to 0 we obtain $\infty=f(v(0))$, a contradiction. Hence $v^{\prime}(0)=0$. Suppose that there exists $r_{0} \in(0, b)$ such that $v^{\prime}\left(r_{0}\right)=0$ and $v^{\prime} \neq 0$ on $\left(0, r_{0}\right)$. Then integrate the equation in (2.1) from 0 to $r_{0}$ to get

$$
\begin{equation*}
0=\frac{C_{n-1}^{k-1}}{k}\left[r^{n-k}\left(-v^{\prime}\right)^{k}\right]_{0}^{r_{0}}=\int_{0}^{r_{0}} r^{n-1} f(v) d r . \tag{2.3}
\end{equation*}
$$

On the other hand, since $v^{\prime}\left(r_{0}\right)=0$, it follows from (2.2) that $f\left(v\left(r_{0}\right)\right)=0$, yielding $v\left(r_{0}\right)=\gamma_{f}$ the unique zero of $f$ other than 0 . Since $v$ is strictly monotone on the interval $\left(0, r_{0}\right)$, this implies that $f(v)$ does not change sign on ( $0, r_{0}$ ), which contradicts (2.3). Therefore $v^{\prime} \neq 0$ on $(0, b)$, and hence $v^{\prime}<0$ as desired. Suppose that $v(0) \leq \gamma_{f}$. Since $v$ decreases on $(0, b)$ and $f<0$ on $\left(0, \gamma_{f}\right)$, this implies that $f(v)<0$ on $(0, b)$ and thus

$$
\int_{0}^{r} t^{n-1} f(v) d t<0
$$

But this is impossible since

$$
\int_{0}^{r} t^{n-1} f(v) d t=\frac{C_{n-1}^{k-1}}{k} r^{n-k}\left(-v^{\prime}\right)^{k}>0 .
$$

Hence $v(0)>\gamma_{f}$. This completes the proof.
Let

$$
F(v)=\int_{0}^{v} f(t) d t .
$$

One easily checks that

$$
F_{1}(v)=\frac{v^{p+1}}{p+1}-\frac{v^{k+1}}{k+1}, \quad F_{2}(v)=\frac{v^{k+1}}{k+1}-\frac{v^{p+1}}{p+1}, \quad F_{3}(v)=\frac{v^{k+1}}{k+1}\left(\ln v+\beta-\frac{1}{k+1}\right) .
$$

We denote by $\gamma_{F}$ the unique zero of $F$ in $(0, \infty)$. It can be easily calculated

$$
\gamma_{F_{1}}=\left(\frac{p+1}{k+1}\right)^{\frac{1}{p-k}}, \quad \gamma_{F_{2}}=\left(\frac{k+1}{p+1}\right)^{\frac{1}{k-p}}, \quad \gamma_{F_{3}}=e^{\frac{1}{k+1}-\beta} .
$$

We note that

$$
\gamma_{F_{i}}>\gamma_{f_{i^{\prime}}} \quad i=1,2,3 .
$$

For a given solution $v$ of problem (2.1), we define

$$
\begin{equation*}
E(r, v):=C_{n-1}^{k-1} r^{1-k}\left(-v^{\prime}\right)^{k+1}+(k+1) F(v), \quad 0 \leq r<b . \tag{2.4}
\end{equation*}
$$

Lemma 2.2. If $v$ is a solution of problem (2.1), then $v(0)>\gamma_{F}$ and

$$
\begin{equation*}
E(r, v)>0, \quad 0 \leq r<b . \tag{2.5}
\end{equation*}
$$

Proof. Let $v$ be a solution of (2.1). By using (2.2), a straightforward computation gives

$$
\frac{d}{d r} E(r, v)=-(n+k(n-2)) \frac{C_{n-1}^{k-1}}{k} \frac{\left(-v^{\prime}\right)^{k+1}}{r^{k}} .
$$

Since $v^{\prime}<0$ on $(0, b)$, this implies that $E(r, v)$ decreases on $(0, b)$, yielding

$$
E(r, v)>\lim _{r \rightarrow b} E(r, v)=C_{n-1}^{k-1} \lim _{r \rightarrow b} r^{1-k}\left(-v^{\prime}\right)^{k+1} \geq 0 .
$$

For $r=0$, we obtain $0<E(0, v)=(k+1) F(v(0))$ from which we conclude that $v(0)>\gamma_{F}$.

For $i \in\{1,2,3\}$, let

$$
\begin{equation*}
G_{i}(t)=(n-2 k) t f_{i}(t)-n(k+1) F_{i}(t) . \tag{2.6}
\end{equation*}
$$

A straightforward computation shows that

$$
\begin{aligned}
& G_{1}(t)=C(n, k, p) t^{p+1}+2 k t^{k+1} \\
& G_{2}(t)=-2 k t^{k+1}-C(n, k, p) t^{p+1}
\end{aligned}
$$

and

$$
G_{3}(t)=C(n, k, p) t^{k+1} \ln t+\left(\frac{n}{k+1}-2 \beta k\right) t^{k+1},
$$

where

$$
\begin{equation*}
C(n, k, p)=n-2 k-\frac{n(k+1)}{p+1} \tag{2.7}
\end{equation*}
$$

with the obvious convention $p=k$ when $f(t)=t^{k} \ln t+\beta t^{k}$.

## Remark 2.3.

1. We note that $C(n, k, p)<0$ when $f=f_{2}$ or $f=f_{3}$, that is, when $0<p \leq k$. However, the mapping $p \rightarrow C(n, k, p)$ can change sign when $p>k$.
2. If $C(n, k, p) \geq 0$ then $G_{1}$ is positive on $(0, \infty)$.
3. If $C(n, k, p)<0$ then $G_{1}$ is positive on $\left(0, \gamma_{G_{1}}\right)$ and negative on $\left(\gamma_{G_{1}}, \infty\right)$, where

$$
\gamma_{G_{1}}=\left(\frac{2 k}{-C(n, k, p)}\right)^{\frac{1}{p-k}}
$$

4. For $i=2,3, G_{i}$ is positive on $\left(0, \gamma_{G_{i}}\right)$ and negative on $\left(\gamma_{G_{i}}, \infty\right)$, where

$$
\gamma_{G_{2}}=\left(\frac{-C(n, k, p)}{2 k}\right)^{\frac{1}{k-p}}, \quad \gamma_{G_{3}}=\exp \left(-\beta+\frac{n}{2 k(k+1)}\right) .
$$

5. It is worth noting that

$$
\gamma_{F_{1}}<\gamma_{G_{1}}, \quad \gamma_{G_{2}}<\gamma_{F_{2}}
$$

and

$$
\gamma_{F_{3}}<\gamma_{G_{3}} \quad \text { if } n-2 k>0, \quad \gamma_{G_{3}}<\gamma_{F_{3}} \quad \text { if } n-2 k<0 .
$$

6. A straightforward computation shows

$$
\begin{equation*}
\frac{G(t)}{t^{k+1}}-\frac{G(s)}{s^{k+1}}=C(n, k, p)\left(\frac{f(t)}{t^{k}}-\frac{f(s)}{s^{k}}\right), \quad t, s>0 . \tag{2.8}
\end{equation*}
$$

This identity will be crucial in the proof of uniqueness results.
For a solution $v$ of problem (2.1) in $(0, b)$, let

$$
P(r, v)=r^{n}\left[C_{n-1}^{k-1} r^{1-k}\left(-v^{\prime}\right)^{k+1}+(k+1) F(v)-C_{n-1}^{k-1} \frac{n-2 k}{k} v\left(\frac{-v^{\prime}}{r}\right)^{k}\right] .
$$

We note that the radial form of the Pohozaev identity for $k$-Hessian equation established in [28] states that

$$
\begin{equation*}
P(r, v)=-\int_{0}^{r} t^{n-1} G(v) d t . \tag{2.9}
\end{equation*}
$$

Lemma 2.4. If $v$ is a solution of problem (2.1) in $(0, b), 0<b<\infty$, then $v(0)>\gamma_{G}$ and

$$
\begin{equation*}
P(r, v)>0, \quad r \in(0, b) . \tag{2.10}
\end{equation*}
$$

Proof. Let $v$ be a solution of problem (2.1) in ( $0, b$ ). By (2.9),

$$
\frac{d}{d r} P(r, v)=-r^{n-1} G(v)
$$

By Remarks 2.3, $G$ is positive on $\left(0, \gamma_{G}\right)$ and negative on $\left(\gamma_{G}, \infty\right)$. Suppose that $v(0) \leq \gamma_{G}$. Then $G(v)>0$ on $(0, b)$ which implies that $P(r, v)$ decreases on $(0, b)$. Thus,

$$
0=P(0, v)>\lim _{r \rightarrow b} P(r, v)=C_{n-1}^{k-1} b^{n+1-k}\left(-v^{\prime}(b)\right)^{k+1} \geq 0
$$

a contradiction. Hence $v(0)>\gamma_{G}$. Since $v$ is decreasing on $(0, b)$, the condition $v(0)>\gamma_{G}$ implies that $G(v)$ is positive-negative on $(0, b)$, yielding $P(r, v)$ increases-decreases on $(0, b)$. Since $P(0, v)=0$ and $P(b, v) \geq 0$, we immediately deduce that $P(r, v)>0$ for every $r \in(0, b)$. This completes the proof.

We now provide some interesting estimates of radial solutions of problem (1.1) in $\Omega=\mathbb{R}^{n}$.

## Lemma 2.5.

(a) Let $f(v)=v^{p}-v^{k}, \quad k<p$. If $v$ is a solution of problem (2.1) in $(0, \infty)$, then there exist two constants $C_{1}, C_{2}>0$ such that

$$
\begin{equation*}
v(r) \leq C_{1} \exp \left[-\frac{k+1}{2 k}\left(\frac{(p-k)}{(p+1) C_{n-1}^{k-1}}\right)^{\frac{1}{k+1}} r^{\frac{2 k}{k+1}}\right] \tag{2.11}
\end{equation*}
$$

and

$$
\begin{equation*}
-r v^{\prime}(r) \leq C_{2} \exp \left[-\frac{k+1}{2 k}\left(\frac{(p-k)}{(p+1) C_{n-1}^{k-1}}\right)^{\frac{1}{k+1}}\left(\frac{r}{2}\right)^{\frac{2 k}{k+1}}\right] . \tag{2.12}
\end{equation*}
$$

(b) Let $f(v)=v^{k} \ln v+\beta v^{k}, \beta \in \mathbb{R}$. If $v$ is a solution of problem (2.1) in $(0, \infty)$, then there exist two constants $C_{1}, C_{2}>0$ such that

$$
\begin{equation*}
v(r) \leq C_{1} \exp \left[-\left(\frac{1}{(k+1) C_{n-1}^{k-1}}\right)^{\frac{1}{k+1}} r^{\frac{2 k}{k+1}}\right] \tag{2.13}
\end{equation*}
$$

and

$$
\begin{equation*}
-r v^{\prime}(r) \leq C_{2} \exp \left[-\left(\frac{1}{(k+1) C_{n-1}^{k-1}}\right)^{\frac{1}{k+1}}\left(\frac{r}{2}\right)^{\frac{2 k}{k+1}}\right] . \tag{2.14}
\end{equation*}
$$

Proof. We shall use the same lines of reasoning in the proof of both cases. It is for this reason that we omit the proof of the second statement. Let $f(v)=v^{p}-v^{k}, k<p$. Let $v$ be a solution of problem (2.1) in $(0, \infty)$. We denote by $b_{1}$ the unique positive constant such that $v\left(b_{1}\right)=\gamma_{f}(=1)$. By (2.5), we have $E(r, v)>0$. This means that

$$
C_{n-1}^{k-1} r^{1-k}\left(-v^{\prime}\right)^{k+1}>-(k+1) F(v)=v^{k+1}\left(1-\frac{k+1}{p+1} v^{p-k}\right) .
$$

Since $v$ decreases, we then obtain, for every $r \geq b_{1}$,

$$
\left(-v^{\prime}\right)^{k+1} \geq \frac{(p-k)}{(p+1) C_{n-1}^{k-1}} r^{k-1} v^{k+1}
$$

or equivalently,

$$
-\frac{v^{\prime}}{v} \geq\left(\frac{(p-k)}{(p+1) C_{n-1}^{k-1}}\right)^{\frac{1}{k+1}} r^{\frac{k-1}{k+1}}
$$

Integrating from $b_{1}$ to $r$ gives

$$
-\ln v \geq \frac{k+1}{2 k}\left(\frac{(p-k)}{(p+1) C_{n-1}^{k-1}}\right)^{\frac{1}{k+1}}\left(r^{\frac{2 k}{k+1}}-b_{1}^{\frac{2 k}{k+1}}\right)
$$

Thus

$$
v(r) \leq C \exp \left[-\frac{k+1}{2 k}\left(\frac{(p-k)}{(p+1) C_{n-1}^{k-1}}\right)^{\frac{1}{k+1}} r^{\frac{2 k}{k+1}}\right], \quad r \geq b_{1}
$$

where

$$
C=\exp \left[\frac{k+1}{2 k}\left(\frac{(p-k)}{(p+1) C_{n-1}^{k-1}}\right)^{\frac{1}{k+1}} b_{1}^{\frac{2 k}{k+1}}\right] .
$$

Since $v$ is continuous on the whole of $\mathbb{R}_{+}$, this yields the existence of a constant $C_{1}>0$ such that (2.11) holds for all $r \geq 0$. The estimate (2.12) follows from the fact that $v$ is convex on $\left(b_{1}, \infty\right)$ together with (2.11). Indeed, $v$ is convex on $\left(b_{1}, \infty\right)$ since

$$
v^{\prime \prime}=-\frac{n-k}{k} \frac{v^{\prime}}{r}-\frac{1}{C_{n-1}^{k-1}}\left(\frac{r}{-v^{\prime}}\right)^{k-1} f(v)>0
$$

Thus, for every $b_{1}<t<r$, we have

$$
\frac{v(r)-v(t)}{r-t} \leq v^{\prime}(r)
$$

For $t=\frac{r}{2}$, we get

$$
2 v(r)-2 v\left(\frac{r}{2}\right) \leq r v^{\prime}(r)
$$

Multiplying by

$$
\exp \left[\frac{k+1}{2 k}\left(\frac{(p-k)}{(p+1) C_{n-1}^{k-1}}\right)^{\frac{1}{k+1}}\left(\frac{r}{2}\right)^{\frac{2 k}{k+1}}\right]
$$

and then letting $r$ tend to $\infty$, we conclude using (2.11) that

$$
-\infty<\lim _{r \rightarrow \infty} r v^{\prime}(r) \exp \left[\frac{k+1}{2 k}\left(\frac{(p-k)}{(p+1) C_{n-1}^{k-1}}\right)^{\frac{1}{k+1}}\left(\frac{r}{2}\right)^{\frac{2 k}{k+1}}\right]
$$

This completes the proof of the first statement.
We mention here that this kind of bound when $k=1$ and $f(u)=u^{p}-u$ has been proved in the celebrated work [2].

Lemma 2.6. Assume that $f(v)=f_{i}(v), i \in\{1,3\}$. If $v$ is a solution of $(2.1)$ in $(0, \infty)$ then $v(0)>\gamma_{G}$,

$$
\begin{equation*}
\lim _{r \rightarrow \infty} P(r, v)=0 \tag{2.15}
\end{equation*}
$$

and

$$
P(r, v)>0 .
$$

Proof. The property (2.15) follows from the estimates (2.11) and (2.12) when $f(v)=f_{1}(v)$, and the estimates (2.13) and (2.14) when $f(v)=f_{3}(v)$. The rest of the proof is similar to that of Lemma 2.4.

## 3 Proof of Theorem 1.1

1. Assume that $f(v)=v^{p}-v^{k}, k<p$ and $p(n-2 k) \geq k(n+2)$. Suppose that problem (1.1) has a radial solution $v$ in $\Omega=B$ a finite ball of radius $b$. By (2.9), we have

$$
\frac{d}{d r} P(r, v)=-r^{n-1} G_{1}(v)
$$

$G_{1}(v)>0$ by Remarks 2.3 since $C(n, k, p) \geq 0$ by hypothesis. Thus $P(r, v)$ is decreasing on $(0, b)$, and hence

$$
0=P(0, v)>P(b, v)=C_{n-1}^{k-1} b^{n+1-k}\left(-v^{\prime}(b)\right)^{k+1} \geq 0
$$

a contradiction. Therefore, problem (1.1) has no radial solutions in $\Omega=B$.
2. Assume that $f(v)=v^{k}-v^{p}, \quad 0<p<k$. Striving for a contradiction, suppose that problem (1.1) admits a radial solution $v$ in $\mathbb{R}^{n}$. By (2.5), we have $E(r, v)>0$. Thus,

$$
C_{n-1}^{k-1} r^{1-k}\left(-v^{\prime}\right)^{k+1} \geq-(k+1) F(v)=v^{p+1}\left(\frac{k+1}{p+1}-v^{k-p}\right) .
$$

Let $b_{1} \in(0, \infty)$ so that $v\left(b_{1}\right)=1$. Since $v$ is decreasing, it follows that, for every $r \geq b_{1}$,

$$
\left(-v^{\prime}\right)^{k+1} \geq \frac{(k-p)}{(p+1) C_{n-1}^{k-1}} r^{k-1} v^{p+1}
$$

or equivalently,

$$
-v^{\prime} v^{-\frac{p+1}{k+1}} \geq\left(\frac{(k-p)}{(p+1) C_{n-1}^{k-1}}\right)^{\frac{1}{k+1}} r^{\frac{k-1}{k+1}} .
$$

Integrate from $b_{1}$ to $r$ gives

$$
1-v^{\frac{k-p}{k+1}} \geq \frac{k-p}{2 k}\left(\frac{(k-p)}{(p+1) C_{n-1}^{k-1}}\right)^{\frac{1}{k+1}}\left(r^{\frac{2 k}{k+1}}-b_{1}^{\frac{2 k}{k+1}}\right)
$$

Now, let $r$ tend to $\infty$ we obtain $1 \geq \infty$, a contradiction. This completes the proof.

## 4 Proof of Theorem 1.2

Let $k \in\{1, \cdots, n\}$ be the index of the Hessian operator. Let $f(v)$ be a function defined on $[0, \infty[$ which takes one of the following forms:
(a) $f_{1}(v)=v^{p}-v^{k}, k<p$ and $p(n-2 k)<k(n+2)$.
(b) $f_{2}(v)=v^{k}-v^{p}, \quad 0<p<k$.
(c) $f_{3}(v)=v^{k} \ln v+\beta v^{k}, \quad \beta \in \mathbb{R}$.

Assume that $v$ and $w$ are two solutions of problem (2.1) in ( $0, b$ ) and ( $0, c$ ) respectively. We shall prove that if $v(0)<w(0)$ and $b<\infty$ then $c<\infty$ and

$$
c<b .
$$

Furthermore, $v$ and $w$ intersect exactly once in $(0, c)$. The proof will be divided into a sequence of lemmas. Assume that $v(0)<w(0)$ and $b<\infty$. Arguing by contradiction, suppose that

$$
c \geq b .
$$

For $0 \leq r \leq b$, let

$$
Y(r)=v w^{\prime}-v^{\prime} w .
$$

Lemma 4.1. Let $v$ and $w$ be two positive solutions of the equation

$$
\frac{C_{n-1}^{k-1}}{k}\left(r^{n-k}\left(-u^{\prime}\right)^{k}\right)^{\prime}=r^{n-1} f(u) .
$$

If $v(0)<w(0)$ then $Y(r)<0$ as long as $v(r)<w(r)$.
Proof. By writing the above equation in the following equivalent form

$$
\begin{equation*}
C_{n-1}^{k-1}\left(\frac{-v^{\prime}}{r}\right)^{k-1}\left(-v^{\prime \prime}-\frac{n-k}{k} \frac{v^{\prime}}{r}\right)=f(v), \tag{4.1}
\end{equation*}
$$

we see that

$$
\lim _{r \rightarrow 0} \frac{-v^{\prime}}{r}=\left(\frac{k}{n C_{n-1}^{k-1}} f(v(0))\right)^{\frac{1}{k}} .
$$

Thus

$$
\left.\lim _{r \rightarrow 0} \frac{Y(r)}{r}=\left(\frac{k}{n C_{n-1}^{k-1}}\right)^{\frac{1}{k}}[w(f(v)))^{\frac{1}{k}}-v(f(w))^{\frac{1}{k}}\right](0) .
$$

Together with the fact that $f(t) / t^{k}$ increases on $(0, \infty)$ and $v(0)<w(0)$, this implies that $Y<0$ on some neighbourhood $(0, \varepsilon)$. Arguing by contradiction, suppose that there exists $a \in(0, b)$ such that $Y(a)=0, Y<0$ on $(0, a)$ and $v(a)<w(a)$. It is obvious that $Y^{\prime}(a) \geq 0$. On the other hand, using the fact that $v$ and $w$ satisfy equation (4.1), we easily obtain

$$
Y^{\prime}(r)=\frac{r^{k-1}}{C_{n-1}^{k-1}} v w\left(\frac{f(v)}{v\left(-v^{\prime}\right)^{k-1}}-\frac{f(w)}{w\left(-w^{\prime}\right)^{k-1}}\right)-\frac{n-k}{k r} Y(r) .
$$

Since $Y(a)=0$, this implies that

$$
Y^{\prime}(a)=\frac{a^{k-1}}{C_{n-1}^{k-1}} v(a) w(a)\left(\frac{v}{-v^{\prime}}\right)^{k-1}(a)\left(\frac{f(v)}{v^{k}}-\frac{f(w)}{w^{k}}\right)(a)<0,
$$

in contradiction with $Y^{\prime}(a) \geq 0$. This completes the proof.

It is clear that $Y$ must vanish on $(0, b]$ since $Y(0)=0, Y<0$ near 0 and $Y(b) \geq 0$. Let $\tau$ denote the first zero of $Y$ in $(0, b]$. Therefore,

$$
Y(\tau)=0 \quad \text { and } \quad Y(r)<0, \quad 0<r<\tau
$$

Define

$$
\begin{equation*}
Z(r)=\frac{C_{n-1}^{k-1}}{k} r^{n-k}\left[\left(-w^{\prime}\right)^{k}-\left(-v^{\prime} \frac{w}{v}\right)^{k}\right], \quad 0 \leq r \leq b \tag{4.2}
\end{equation*}
$$

## Lemma 4.2.

(a) For every $r \in(0, b)$, we have

$$
\begin{equation*}
Z^{\prime}(r)+C_{n-1}^{k-1} r^{n-k} Y \frac{w^{k-1}\left(-v^{\prime}\right)^{k}}{v^{k+1}}=r^{n-1}\left[f(w)-\left(\frac{w}{v}\right)^{k} f(v)\right] \tag{4.3}
\end{equation*}
$$

(b) For every $r \in(0, \tau)$, we have

$$
\begin{equation*}
-w^{\prime} Z+C_{n-1}^{k-1} r^{n-k} Y \frac{\left(-v^{\prime} w\right)^{k}}{v^{k+1}}>0 \tag{4.4}
\end{equation*}
$$

Proof. (a) A straightforward computation using equation (2.1) gives

$$
\begin{aligned}
Z^{\prime}(r) & =r^{n-1}\left[f(w)-\left(\frac{w}{v}\right)^{k} f(v)\right]-C_{n-1}^{k-1} r^{n-k}\left(\frac{w}{v}\right)^{\prime}\left(\frac{w}{v}\right)^{k-1}\left(-v^{\prime}\right)^{k} \\
& =r^{n-1}\left[f(w)-\left(\frac{w}{v}\right)^{k} f(v)\right]-C_{n-1}^{k-1} r^{n-k} Y \frac{w^{k-1}\left(-v^{\prime}\right)^{k}}{v^{k+1}}
\end{aligned}
$$

(b) For $r \in(0, \tau)$ we have $-v w^{\prime}>-v^{\prime} w>0$. Thus,

$$
\begin{aligned}
Z(r) & =\frac{C_{n-1}^{k-1}}{k} \frac{r^{n-k}}{v^{k}}\left[\left(-v w^{\prime}\right)^{k}-\left(-w v^{\prime}\right)^{k}\right] \\
& \geq-C_{n-1}^{k-1} \frac{r^{n-k}}{v^{k}}\left(-w v^{\prime}\right)^{k-1} Y
\end{aligned}
$$

The last inequality follows immediately from the fact that $t^{k}-s^{k} \geq k(t-s) s^{k-1}$ for $t>s>0$. Hence,

$$
\begin{aligned}
-w^{\prime} Z+C_{n-1}^{k-1} r^{n-k} Y \frac{\left(-w v^{\prime}\right)^{k}}{v^{k+1}} & \geq C_{n-1}^{k-1} r^{n-k} Y \frac{\left(-w v^{\prime}\right)^{k-1}}{v^{k+1}}\left(w^{\prime} v-w v^{\prime}\right) \\
& =C_{n-1}^{k-1} r^{n-k} \frac{\left(-w v^{\prime}\right)^{k-1}}{v^{k+1}} Y^{2}>0
\end{aligned}
$$

For $0 \leq r \leq b$, we define

$$
\Phi(r)=P(r, w)-\left(\frac{w}{v}\right)^{k+1} P(r, v)
$$

We now show by two methods that $\Phi(\tau)>0$ and $\Phi(\tau) \leq 0$ which is the required contradiction.

Lemma 4.3. $\Phi(\tau)>0$.

Proof. By differentiation, we have

$$
\Phi^{\prime}(r)=r^{n-1}\left[\left(\frac{w}{v}\right)^{k+1} G(v)-G(w)\right]-(k+1)\left(\frac{w}{v}\right)^{\prime}\left(\frac{w}{v}\right)^{k} P(r, v) .
$$

Using (2.8) and (4.3), we obtain

$$
\begin{aligned}
\Phi^{\prime}(r) & =C(n, k, p) r^{n-1} w\left[\left(\frac{w}{v}\right)^{k} f(v)-f(w)\right]-(k+1)\left(\frac{w}{v}\right)^{\prime}\left(\frac{w}{v}\right)^{k} P(r, v) \\
& =-C(n, k, p)\left[w Z^{\prime}(r)+C_{n-1}^{k-1} r^{n-k} Y \frac{\left(-v^{\prime} w\right)^{k}}{v^{k+1}}\right]-(k+1) Y \frac{w^{k}}{v^{k+2}} P(r, v) .
\end{aligned}
$$

Seeing that $Z(0)=Z(\tau)=0$, an integration by parts yields

$$
\int_{0}^{\tau} w Z^{\prime} d r=[w Z]_{0}^{\tau}-\int_{0}^{\tau} w^{\prime} Z d r=-\int_{0}^{\tau} w^{\prime} Z d r .
$$

Thus

$$
\Phi(\tau)=-C(n, k, p) \int_{0}^{\tau}\left[-w^{\prime} Z+C_{n-1}^{k-1} r^{n-k} Y \frac{\left(-v^{\prime} w\right)^{k}}{v^{k+1}}\right] d r-(k+1) \int_{0}^{\tau} \frac{Y w^{k}}{v^{k+2}} P(r, v) d r .
$$

Now, $\Phi(\tau)>0$ follows from (2.10) and (4.4) together with the fact that $Y<0$ on $(0, \tau)$ and $C(n, k, p)<0$.

On the other hand, we have
Lemma 4.4. $\Phi(\tau) \leq 0$.
Proof. For $r \in(0, b)$, we have

$$
\begin{aligned}
\Phi(r)= & C_{n-1}^{k-1} r^{n+1-k}\left[\left(-w^{\prime}\right)^{k+1}-\left(-\frac{w v^{\prime}}{v}\right)^{k+1}\right]-(k+1) r^{n} w^{k+1}\left[\frac{F(v)}{v^{k+1}}-\frac{F(w)}{w^{k+1}}\right] \\
& -(n-2 k) \frac{C_{n-1}^{k-1}}{k} r^{n-k} w\left[\left(-w^{\prime}\right)^{k}-\left(-\frac{w v^{\prime}}{v}\right)^{k}\right] .
\end{aligned}
$$

Thus

- If $\tau<b$ then

$$
\Phi(\tau)=-(k+1) \tau^{n} w(\tau)^{k+1}\left[\frac{F(v)}{v^{k+1}}-\frac{F(w)}{w^{k+1}}\right](\tau) .
$$

By Lemma 4.1, $Y(\tau)=0$ implies $v(\tau) \geq w(\tau)$. Since $F(t) / t^{k+1}$ increases on $(0, \infty)$, it follows that

$$
\Phi(\tau) \leq 0
$$

- If $\tau=b$, then $Y(b)=0$ implies that $w(b)=0$. If, in addition, $v^{\prime}(b) \neq 0$ then

$$
\Phi(\tau)=\lim _{r \rightarrow b} \Phi(r)=P(b, w)-\left(\frac{w^{\prime}(b)}{v^{\prime}(b)}\right)^{k+1} P(b, v)=0 .
$$

If $v^{\prime}(b)=0$ then we must have $w^{\prime}(b)=0$. Otherwise, since the ratio $v / w$ increases on $(0, b)$, we obtain

$$
0<\frac{v(0)}{w(0)}<\lim _{r \rightarrow b} \frac{v}{w}(r)=\frac{v^{\prime}(b)}{w^{\prime}(b)}=0 .
$$

a contradiction. Thus $P(b, w)=P(b, v)=0$, and hence

$$
|\Phi(\tau)|=\lim _{r \rightarrow b}|\Phi(r)| \leq \lim _{r \rightarrow b}\left[P(r, w)+\left(\frac{w(0)}{v(0)}\right)^{k+1} P(r, v)\right]=0 .
$$

Hence $\Phi(\tau) \leq 0$ as desired.
We have shown that if $v(0)<w(0)$ and $b<\infty$ then $c<b$, this holds for any solutions $v$ and $w$ of problem (2.1) in $(0, b)$ and $(0, c)$ respectively. This implies that the set $\mathcal{A}:=\{r \in$ $(0, c) ; v(r)=w(r)\}$ is nonempty. Arguing by contradiction, suppose that the set $\mathcal{A}$ contains two points $r_{1}<r_{2}$. Thus

$$
\frac{v}{w}\left(r_{1}\right)=1=\frac{v}{w}\left(r_{2}\right) .
$$

This yields the existence of $\tau \in\left(r_{1}, r_{2}\right)$ such that

$$
\left(\frac{v}{w}\right)^{\prime}(\tau)=0
$$

or equivalently,

$$
\left(v^{\prime} w-v w^{\prime}\right)(\tau)=0 .
$$

Using Lemma 4.1, we can assume that $v^{\prime} w-v w^{\prime}<0$ on the interval $(0, \tau)$. The contradiction follows now again from Lemmas 4.3 and 4.4 above. Hence $v$ and $w$ intersect exactly once in $(0, c)$. This completes the proof of Theorem 1.2.

## 5 Proof of Theorem 1.4

Let $k \in\{1, \cdots, n\}$ be the index of the Hessian operator. Let $f(v)$ be of the form:
(a) $f_{1}(v)=v^{p}-v^{k}, k<p$ and $p(n-2 k)<k(n+2)$.
(b) $f_{3}(v)=v^{k} \ln v+\beta v^{k}, \quad \beta \in \mathbb{R}$.

We shall first prove that problem (2.1) has at most one solution in $(0, \infty)$. The proof proceeds along the same lines as the proof of Theorem 1.2. We shall be brief here and just outline the proof. Let the notation be as in the preceding paragraph. Arguing by contradiction, suppose that problem (2.1) has two solutions $v$ and $w$ in $(0, \infty)$. We can assume that $v(0)<w(0)$. For $r \geq 0$, let

$$
Y(r)=w^{\prime} v-v^{\prime} w
$$

and

$$
\Phi(r)=P(r, w)-\left(\frac{w}{v}\right)^{k+1} P(r, v) .
$$

By Lemma 4.1, we have $Y(r)<0$ as long as $v(r)<w(r)$.

- Assume that there exists $\tau \in(0, \infty)$ such that

$$
Y<0 \quad \text { on }(0, \tau) \quad \text { and } \quad Y(\tau)=0 .
$$

In this case the required contradiction follows from Lemmas 4.3 and 4.4 above.

- Assume that $Y<0$ on the whole of $(0, \infty)$. Since the ratio $w / v$ decreases on $(0, \infty)$, it follows that

$$
|\Phi(r)| \leq|P(r, w)|+\left(\frac{w(0)}{v(0)}\right)^{k+1}|P(r, v)| .
$$

This implies together with (2.15) that

$$
\lim _{r \rightarrow \infty}|\Phi(r)|=0 .
$$

On the other hand, following the same steps as in the proof of Lemma 4.3, we conclude that

$$
\lim _{r \rightarrow \infty} \Phi(r)>0
$$

provided we have

$$
\begin{equation*}
\lim _{r \rightarrow \infty} w(r) Z(r)=0, \tag{5.1}
\end{equation*}
$$

where $Z$ is given by (4.2). So it remains to show (5.1). We see that $w / v$ is decreasing on $(0, \infty)$ since $Y<0$, and so

$$
\frac{w}{v} \leq \frac{w(0)}{v(0)}
$$

Thus

$$
|Z(r)| \leq \frac{C_{n-1}^{k-1}}{k} r^{n-k}\left[\left(-w^{\prime}\right)^{k}+\left(\frac{w(0)}{v(0)}\right)^{k}\left(-v^{\prime}\right)^{k}\right]
$$

from which we obtain (5.1) using (2.11) and (2.12) when $f(v)=f_{1}(v)$, and the estimates (2.13) and (2.14) when $f(v)=f_{3}(v)$. This completes the proof of the uniqueness result.

The upper bound of solutions stated in the first statement of the theorem is given by (2.11). So it remains to show that the function

$$
u(r):=\exp \left[-\left(\frac{1}{2 C_{n-1}^{k-1}}\right)^{\frac{1}{k}} \frac{r^{2}}{2}+\frac{n}{2 k}-\beta\right]
$$

is a solution of equation (2.1) in $(0, \infty)$ when $f(u)=u^{k}(\ln u+\beta)$. Let

$$
v(r)=e^{-a \frac{r^{2}}{2}-b}
$$

Then $v^{\prime}(r)=-\operatorname{arv}(r)$, yielding

$$
\begin{aligned}
\frac{C_{n-1}^{k-1}}{k}\left(r^{n-k}\left(-v^{\prime}\right)^{k}\right)^{\prime} & =\frac{C_{n-1}^{k-1}}{k} a^{k}\left(r^{n} v^{k}\right)^{\prime} \\
& =\frac{C_{n-1}^{k-1}}{k} a^{k} n r^{n-1} v^{k}+C_{n-1}^{k-1} a^{k} r^{n} v^{\prime} v^{k-1} \\
& =2 a^{k} C_{n-1}^{k-1} v^{k}\left(\frac{n}{2 k}-a \frac{r^{2}}{2}\right) r^{n-1}
\end{aligned}
$$

Now by taking $2 a^{k} C_{n-1}^{k-1}=1$ and $b=\beta-\frac{n}{2 k}$, we obtain

$$
\frac{C_{n-1}^{k-1}}{k}\left(r^{n-k}\left(-v^{\prime}\right)^{k}\right)^{\prime}=r^{n-1} v^{k}(\ln v+\beta)
$$

This completes the proof of the theorem.
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