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Abstract. In this paper, we prove the existence of a positive ground state solution to the
following coupled system involving nonlinear Schrödinger equations:{

−∆u + V1(x)u = f1(x, u) + λ(x)v, x ∈ R2,
−∆v + V2(x)v = f2(x, v) + λ(x)u, x ∈ R2,

where λ, V1, V2 ∈ C(R2, (0,+∞)) and f1, f2 : R2 × R → R have critical exponential
growth in the sense of Trudinger–Moser inequality. The potentials V1(x) and V2(x) sat-
isfy a condition involving the coupling term λ(x), namely 0 < λ(x) ≤ λ0

√
V1(x)V2(x).

We use non-Nehari manifold, Lions’s concentration compactness and strong maximum
principle to get a positive ground state solution. Moreover, by using a bootstrap reg-
ularity lifting argument and Lq-estimates we get regularity and asymptotic behavior.
Our results improve and extend the previous results.
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Trudinger–Moser inequality, positive ground state solution, regularity.
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1 Introduction and main results

This article is devoted to studying standing waves for the following system of nonlinear
Schrödinger equations: {

−∆u + V1(x)u = f1(x, u) + λ(x)v, x ∈ R2,

−∆v + V2(x)v = f2(x, v) + λ(x)u, x ∈ R2,
(1.1)

where λ, V1, V2 ∈ C(R2, R) and f1, f2 : R2 ×R→ R satisfy the following basic assumptions:
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(V) V1(x), V2(x), λ(x) ∈ C(R2, (0,+∞)) are all 1-periodic in each of x1 and x2. Moreover,
there exists λ0 ∈ (0, 1) such that

0 < λ(x) ≤ λ0

√
V1(x)V2(x), ∀x ∈ R2;

(F1) fi ∈ C(R2 ×R, R), fi(x, t) is 1-periodic in each of x1 and x2, and there exists α1, α2 > 0
such that

lim
t→∞

| fi(x, t)|
eαt2 = 0, uniformly on x ∈ R2 for all α > αi, i = 1, 2;

and

lim
t→∞

| fi(x, t)|
eαt2 = +∞, uniformly on x ∈ R2 for all α < αi, i = 1, 2;

(F2) fi(x, t) = o(t) as t→ 0 uniformly on x ∈ R2, for i = 1, 2. fi(x, t) = 0 for all x ∈ R2, t ≤ 0.

Solutions of system (1.1) are related with standing waves of the following two-component
system: {

−i ∂ψ
∂t = ∆ψ−V1(x)ψ + f1(x, ψ) + λ(x)φ, (x, t) ∈ R2 ×R,

−i ∂φ
∂t = ∆φ−V2(x)φ + f2(x, ψ) + λ(x)ψ, (x, t) ∈ R2 ×R,

(1.2)

where i denotes the imaginary unit. Such class of systems arise in various branches of mathe-
matical physics and nonlinear optics, see [1]. For instance, solutions of (1.1) are related to the
existence of solitary wave solutions for nonlinear Schrödinger equations and Klein–Gordon
equations, see [4]. For system (1.2), a solution of the form

(ψ(x, t), φ(x, t)) = (e−iMtu(x), e−iMtv(x)),

where M is some real constant, called standing wave solution.
In order to motivate our results, we begin by giving a brief survey on this subject. Let us

consider the scalar case. Notice that if λ ≡ 0, V1 ≡ V2 = V(x), f1 ≡ f2 = f and u ≡ v, system
(1.1) reduces to the scalar equation

− ∆u + V(x)u = f (x, u). (1.3)

This class of nonlinear Schrödinger equation has been widely studied by many researchers,
under various hypotheses on the potential V(x) and nonlinear term f (x, u). Such as coercive
potential, axially symmetric potential, positive potential and periodic potential. In particular,
Chen and Tang [8] developed a direct approach to get nontrivial solutions and ground state
solutions when they considered the equation (1.3) in R2 where V(x) was a 1-periodic function
with respect to x1 and x2, 0 lies in the gap of −∆+V, and the nonlinear term was of Trudinger-
Moser critical exponential growth. Using the generalized linking theorem to obtain a Cerami
sequence, they showed that the Cerami sequence was bounded and the minimax-level was
less than the threshold value by virtue of Moser type functions. Furthermore, they obtained
that the Cerami sequence was nonvanishing, which extended and improved the results of
[2, 17].

For the system of nonlinear Schrödinger equations, there are some results on the linearly
coupled system in subcritical and critical case. Chen and Zou [9] studied the following system{

−∆u + u = f (x, u) + λv, x ∈ RN ,

−∆v + v = g(x, v) + λu, x ∈ RN ,
(1.4)
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where 0 < λ < 1. They discussed the system for non-autonomous and autonomous non-
linearities of subcritical growth respectively. When N ≥ 2, f (x, u) = (1 + a(x))|u|p−1u and
g(x, v) = (1 + b(x))|v|p−1v, they improved the results of [3] for establishing energy estimates
of the ground states. Under some assumptions of potential a(x) and b(x), they obtained
not only the existence of positive bound states, but also a precise description of the limit be-
havior of the bound states as the parameter λ goes to zero. When N ≥ 3, f (x, u) = f (u),
g(x, v) = g(v), and Berestycki–Lions type assumptions were satisfied, they proved system
(1.4) had a positive radial ground state, moreover, the behavior and energy estimates of the
bound states as λ→ 0 were also obtained.

Later, Chen and Zou [10] investigated the following coupled systems with critical power-
type nonlinearity: {

−∆u + µu = |u|p−1u + λv, x ∈ RN ,

−∆v + νv = |v|2∗−2v + λu, x ∈ RN ,
(1.5)

where 0 < λ <
√

µν, 1 < p < 2∗ − 1 and N ≥ 3. They proved the existence of positive
ground states for system (1.5) when 0 < µ ≤ µ0, where µ0 ∈ (0, 1) was some critical value.
When µ and λ were both large, system (1.5) had a positive ground state also. While, when µ

was large but λ was small, the system (1.5) had no ground state solutions. In addition, when
p = 2∗ − 1, system (1.5) had no nontrivial solutions by the Pohozaev identity. Motivated by
[10], Li and Tang [14] considered system (1.5) in RN , N ≥ 3, when µ = a(x) > 0, ν = b(x) > 0
and λ = λ(x) were continuous functions, 1-periodic in each of x1, x2, . . . , xN , and satisfied
λ(x) <

√
a(x)b(x), they proved system (1.5) had a Nehari-type ground state solution when

0 < a(x) < µ0 for some µ0 ∈ (0, 1). Some related linearly coupled systems were also studied
in [3, 11, 12] and the references therein.

In the above references we refer to, it is noticed that the nonlinearities were only considered
the polynominal growth of subcritical or critical type in terms of the Sobolev embedding. As
we all know, the Trudinger–Moser inequality in R2 with critical exponential growth instead
of the Sobolev inequality in RN with critical polynominal growth, which was first established
by Cao in [5], reads as follows.

Lemma 1.1 ([5]).

i) If α > 0 and u ∈ H1(R2), then ∫
R2

(
eαu2 − 1

)
dx < ∞;

ii) if u ∈ H1(R2), ‖∇u‖2
2 ≤ 1, ‖u‖2

2 ≤ M < ∞, and α < 4π. then there exists a constant
C(M, α), which depends only on M and α, such that∫

R2

(
eαu2 − 1

)
dx ≤ C(M, α).

By virtue of the Trudinger–Moser inequality, do Ó and de Albuquerque [16] investigated
the following linear coupled system with constant potential in R2,{

−∆u + u = f1(u) + λ(x)v, x ∈ R2,

−∆v + v = f2(v) + λ(x)u, x ∈ R2.
(1.6)
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By using the minimization technique over the Nehari manifold and strong maximum princi-
ple, the existence of positive ground state solution and the corresponding asymptotic behavior
were obtained.

In the paper [15], do Ó and de Albuquerque used the same idea as [16] to investigate the
existence of positive ground state solution and asymptotic behaviors for the coupled system
(1.1) with nonnegative variable potentials. The main problem they faced was to overcome
the difficulty originated from the lack of compactness when the nonlinear terms had critical
exponential growth in R2. Based on this, they considered the following weighted Sobolev
space defined by

HVi(R
2) =

{
u ∈ H1(R2) :

∫
R2

Vi(x)u2dx < ∞
}

,

endowed with the norm

‖u‖Vi =

(∫
R2
|∇u|2dx +

∫
R2

Vi(x)u2dx
) 1

2

.

They assumed the following conditions on the potential Vi(x), i = 1, 2.

(V1’) Vi(x) ≥ 0, for all x ∈ R2 and Vi ∈ L∞
loc(R

2);

(V2’) The infimum

inf
u∈HVi (R

2)

{∫
R2
(|∇u|2 + Vi(x)u2)dx :

∫
R2

u2dx = 1
}

is positive;

(V3’) There exists s ∈ [2,+∞) such that

lim
R→∞

νi
s(R

2 \ BR) = ∞,

here,

νi
s(Ω) =

 inf
u∈H1

0 (Ω)\{0}

∫
Ω(|∇u|2 + Vi(x)u2)dx

(
∫

Ω |u|sdx)
2
s

, Ω 6= ∅,

∞, Ω = ∅;

(V4’) There exists functions Ai(x) ∈ L∞
loc(R

2), with Ai(x) ≥ 1, and constants βi > 1, C0, R0 >

0 such that
Ai(x) ≤ C0[1 + Vi(x)

1
βi ], for all |x| ≥ R0.

Here, (V1’) and (V2’) is assumed to ensure that HVi(R
2) is a Hilbert space, (V3’) and (V4’)

play a crucial role in overcoming the lack of compactness.
In terms of nonlinearities, they defined fi : R2 ×R → R had αi

0-critical growth at +∞
involving the term Ai(x), such as

lim
t→+∞

| fi(x, t)|
Ai(x)eαt2 = 0, uniformly on x ∈ R2 for all α > αi

0.

lim
t→+∞

| fi(x, t)|
Ai(x)eαt2 = +∞, uniformly on x ∈ R2 for all α < αi

0.

Here, Ai(x) was defined in (V4’). When Ai(x) = 1, (F1) holds. In addition, they assumed the
following hypotheses:
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(F1’) fi : R2 ×R→ R is C1, fi(x, t) = 0 for all x ∈ R2, t ≤ 0, and

lim
t→0

| fi(x, t)|
Ai(x)|t| = 0, uniformly on x ∈ R2;

(F2’) fi(x, t) is locally bounded in t, that is, for any bounded interval Λ ⊂ R, there exists
C > 0 such that fi(x, t) ≤ C, for all (x, t) ∈ R2 ×Λ;

(F3’) There exists µi > 2 such that

t fi(x, t) ≥ µiFi(x, t) := µi

∫ t

0
fi(x, s)ds > 0, ∀(x, t) ∈ R2 ×R+;

(F4’) For each fixed x ∈ R2 the function t 7→ fi(x,t)
t is increasing for t > 0;

(F5’) There exists q > 2 such that

F1(x, s) + F2(x, t) ≥ ϑ(sq + tq)

for all x ∈ R2 and s, t ≥ 0, ϑ > 0 is a constant.

In [15], jointly with (V4’), one can find that the growth of fi are controlled by the growth
of Vi(x), i = 1, 2 form (F1’). Moreover, the condition fi ∈ C1 in (F1’) plays a crucial role to
obtain the Nehari-type ground state solutions for (1.1) via the Nehari manifold method. (F3’)
is the well-known Ambrosetti–Rabinowitz condition ((AR) condition), which ensures that the
functional associated with the problem has a mountain pass geometry and guarantees the
boundedness of the Palais–Smale sequence. (F4’) is the Nehari monotonic condition. (F5’)
needs that the nonlinearities are super-q growth at zero, q > 2. It is noticed that sufficiently
large ϑ in (F5’) is very crucial in their arguments. In fact, by virtue of this condition, the
minimax-level for the energy functional can be choosen sufficiently small, therefore the dif-
ficult arising from the critical growth of Trudinger–Moser type is easily overcome. But this
result has no relationship with the exponential velocity αi

0, i = 1, 2 , hence it does not reveal
the essential characteristics with the critical growth of Trudinger–Moser type.

Recently, Wei, Lin and Tang [20] used non-Nehari manifold methods (see [19]), Lions’s
concentration compactness and a direct approach derived from [7] for obtaining the mini-
max estimate to investigate system (1.6) in the non-autonomous case. They proved that (1.6)
still possessed a Nehari-type ground state solution and a nontrivial solution. Their results
improved the existence results of [16] by weakening the nonlinearities to be continuous, and
only needed to satisfy the weaker Nehari monotonic condition, even without (AR) condition.
Additionally, since the generalized linking theorem did not work for the strongly indefinite
Hamiltonian elliptic system with critical exponential growth in R2, Qin, Tang and Zhang [18]
developed a new approach to seek Cerami sequences for the energy functional and estimated
the minimax levels of these sequences. Furthermore, they used non-Nehari manifold method
to obtain the existence of ground state solutions without (AR) condition.

It is interesting to ask if the existence of positive ground state solutions for linearly coupled
systems with variable potentials is preserved without (AR) condition. Our aim in this paper
is to prove the existence of positive Nehari-type ground state solution of (1.1) and obtain the
asymptotic behaviors of ground states with some mild assumptions. This work is motivated
by the results of [15, 18, 20]. Our main result below (Theorem 1.2) can handle the case of
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fi(x, t) with less restrictions, which are in the true sense of critical exponential growth, and
are independent of (F5’) with some large constant ϑ (see [15, Theroem 1.1]).

To this end, we emphasize that we need refinements in order to treat the different setting
from the constant potentials to the variable ones. Indeed, it is easy to get the mountain pass
geometry for the problem with the constant potentials, while for variable potentials, some
new analysis techniques and imbedding inequalities such as (2.2) are needed. We borrow the
ideas from [18, 20] to look for the minimizing Cerami sequence for the energy functional as-
sociated with (1.1) by using the non-Nehari manifold approach. By means of slightly weaker
monotonic conditions, we show the boundedness of the Cerami sequence. Furthermore, to
recover the compactness of the minimizing Cerami sequence, we estimate an accurate thresh-
old for the minimax-level, meanwhile, we use Lions’s concentration compactness principle
and the invariance of the energy functional by translation to show that the sequence does not
vanish. Then by using a standard bootstrap argument and Lq-estimates we get regularity and
asymptotic behavior of the ground state solution.

To state our main results, in addition to (F1) and (F2), we also introduce the following
assumptions:

(F3) There exists M0 > 0 and t0 > 0 such that for every x ∈ R2,

Fi(x, t) ≤ M0| fi(x, t)|, ∀|t| ≥ t0;

(F4) For every x ∈ R2, fi(x,t)
t is non-decreasing on (0, ∞);

(F5) lim inf|t|→∞
t2Fi(x,t)

eα0t2
≥ κ > VM

α2
0

uniformly on x ∈ R2, where α0 = max{α1, α2}, VM =

maxR2{V1, V2}.

In view of Lemma 1.1 i), under assumption (V), (F1) and (F2), the weak solutions of (1.1)
correspond to the critical points of the energy functional defined by

Φ(u, v) =
1
2

[
‖(u, v)‖2 − 2

∫
R2

λ(x)uvdx
]
−
∫

R2
[F1(x, u) + F2(x, v)]dx. (1.7)

where ‖ · ‖ is defined in Section 2, (2.3).

Now our main results can be stated as follow.

Theorem 1.2. Let (V), (F1)–(F5) be satisfied. Then (1.1) has a solution (ū, v̄) ∈ N with ū > 0 and
v̄ > 0 such that Φ(ū, v̄) = b := infN Φ, where

N := {u ∈ E \ {(0, 0)} :
〈
Φ′(u, v), (u, v)

〉
= 0}, (1.8)

where E is defined in Section 2. Moreover, (ū, v̄) ∈ C1,β
loc (R

2)× C1,β
loc (R

2) for some β ∈ (0, 1) with the
following asymptotic behavior

‖ū‖C1,β(BR)
→ 0 and ‖v̄‖C1,β(BR)

→ 0 as |x| → ∞. (1.9)

Remark 1.3. Theorem 1.2 improves and extends the results in [15, Theorem 1.1]. In the sense
of the conditions of nonlinearities, f1 and f2 are continuous and the growth of them are
independent on Vi(x). For obtaining the boundedness of Cerami sequence, we only need
the condition (F3) used for the exponential growth problems instead of (F3’). When it comes
to the minimax level estimates of the energy functional, the authors in [15] made use of a
rigorous limitation on the norm of the minimizing sequence by the the polynomial controlled
condition (F5’), while we use the direct calculation argument with the exponential controlled
condition (F5). Moreover, we use the weaker monotonicity condition (F4) to replace (F4’).
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Remark 1.4. There are many functions satisfying the conditions (F1)–(F5) of the nonlinearities
in this paper, but not satisfying the conditions (F4’) and (F5’) in [15]. For example, fora1, a2 > 0,

f1(x, t) =

{
a1(e2t2 − 1), t > 0,

0, t ≤ 0,

f2(x, t) =

{
a2|t|tet2

, t > 0,

0, t ≤ 0.

The paper is organized as follows. In Section 2, we give the variational setting and prelim-
inaries. In Section 3, we establish the minimax estimates of the energy functional. The proof
of ground state solution will be stated in Section 4. Then in Section 5, we give the proof of
regularity and asymptotic behavior.

Throughout the paper, we make use of the following notations:

• Ls(R2)(1 ≤ s < ∞) denotes the Lebesgue space with the norm ‖u‖s = (
∫

R2 |u|sdx)1/s;

• ∀x ∈ R2 and r > 0, Br(x) := {y ∈ R2 : |y− x| < r};

• C1, C2, C3, . . . denote positive constants possibly different in different places.

2 Variational setting and preliminaries

Consider that the potentials are positive, we define the inner product in H1(R2) and the
associated norm as follows,

(u, v) :=
∫

R2
[∇u∇v + V(x)uv]dx, ‖u‖2 := (u, u), ∀u, v ∈ H1(R2). (2.1)

For any s ∈ [2,+∞), the Sobolev embedding theorem yields the existence of γs ∈ (0,+∞)

such that
‖u‖s ≤ γs‖u‖, ∀u ∈ H1(R2). (2.2)

Under (V), let HV1(R
2) and HV2(R

2) be endowed with the norm

‖u‖V1 =

( ∫
R2
|∇u|2 + V1(x)u2dx

) 1
2

, ‖v‖V2 =

( ∫
R2
|∇v|2 + V2(x)v2dx

) 1
2

.

Define E := HV1(R
2)× HV2(R

2) and

((u, v), (φ, ψ)) :=
∫

R2
(∇u∇φ+∇v∇ψ+V1(x)uφ+V2(x)vψ)dx, ∀(u, φ) ∈ HV1 , (v, ψ) ∈ HV2 .

Then E is a Hilbert space on the above inner product. The induced norm

‖(u, v)‖2 :=
∫

R2
(|∇u|2 + |∇v|2 + V1(x)u2 + V2(x)v2)dx, ∀(u, v) ∈ E. (2.3)

That is ‖(u, v)‖2 = ‖u‖2
V1
+ ‖v‖2

V2
. By (V), (1.7) and Lemma 1.1, we know that the functional

Φ(u, v) is well defined on E. Moreover, by standard arguments, Φ ∈ C1(E, R) and its deriva-
tive is given by〈

Φ′(u, v), (φ, ψ)
〉
= ((u, v), (φ, ψ))−

∫
R2

λ(x)(uψ+ vφ)dx−
∫

R2
[ f1(x, u)φ+ f2(x, v)ψ]dx (2.4)
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and 〈
Φ′(u, v), (u, v)

〉
= ‖(u, v)‖2 − 2

∫
R2

λ(x)uvdx−
∫

R2
[ f1(x, u)u + f2(x, v)v]dx. (2.5)

For any ε > 0, α > α0 and q̄ > 0, it follows from (F1) and (F2) that there exists C =

C(ε, α, q̄) > 0 such that
|Fi(x, t)| ≤ εt2 + C|t|q̄eαt2

. (2.6)

Now we choose (u0, v0) ∈ E \ {(0, 0)}, it is easy to show that limt→∞ Φ(tu0, tv0) = −∞ due to
(V) and (F1).
Lemma 2.1. Assume that (V), (F1) and (F2) hold. Then there exists a sequence (un, vn) ⊂ E satisfying

Φ(un, vn)→ c∗, ‖Φ′(un, vn)‖(1 + ‖(un, vn)‖)→ 0. (2.7)

where c∗ is given by
c∗ = inf

γ∈Γ
max
t∈[0,1]

Φ(γ(t)),

Γ = {γ ∈ C([0, 1], E) : γ(0) = 0, Φ(γ(1)) < 0}.

Proof. By (2.6), one has for some constants α > α0 and C1 > 0

Fi(x, t) ≤ 1− λ0

4γ2
2

t2 + C1|t|3(eαt2 − 1). (2.8)

From (2.8) and Lemma 1.1 ii), we obtain∫
R2

F1(x, u)dx ≤ 1− λ0

4γ2
2
‖u‖2

2 + C1

∫
R2
(eαu2 − 1)|u|3dx

≤ 1− λ0

4γ2
2
‖u‖2

2 + C1

[ ∫
R2
(e2αu2 − 1)dx

] 1
2 ‖u‖3

6

≤ 1− λ0

4
‖u‖2

V1
+ C2‖u‖3

V1
, ∀‖(u, v)‖ ≤

√
π/α. (2.9)

Similarly, we have∫
R2

F2(x, v)dx ≤ 1− λ0

4
‖v‖2

V2
+ C2‖v‖3

V2
, ∀‖(u, v)‖ ≤

√
π/α. (2.10)

Hence, it follows from (V), (1.7), (2.9) and (2.10) that

Φ(u, v) =
1
2

[
‖(u, v)‖2 − 2

∫
R2

λ(x)uvdx
]
−
∫

R2
[F1(x, u) + F2(x, v)]dx

≥ 1
2

[
‖(u, v)‖2 − λ0

∫
R2
(V1(x)u2 + V2(x)v2)dx

]
− 1− λ0

4
(‖u‖2

V1
+ ‖v‖2

V2
)

− C2(‖u‖3
V1
+ ‖v‖3

V2
)

≥ 1− λ0

4
‖(u, v)‖2 − C3‖(u, v)‖3. (2.11)

Therefore, there exists κ0 > 0 and 0 < ρ <
√

π/α such that

Φ(u, v) ≥ κ0, ∀(u, v) ∈ S := {(u, v) ∈ E : ‖(u, v)‖ = ρ}. (2.12)

Since limt→∞ Φ(tu0, tv0) = −∞, we can choose T > 0 such that e = (Tu0, Tv0) ∈ {(u, v) ∈
E : ‖(u, v)‖ ≥ ρ} and Φ(e) < 0, then according to the mountain pass lemma, we deduce that
there exists c∗ ∈ [κ0, supt≥0 Φ(tu0, tv0)] and a sequence {(un, vn)} ⊂ E satisfying (2.7).
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Lemma 2.2. Assume that (V), (F1), (F2) and (F4) hold. Then

Φ(u, v) ≥ Φ(tu, tv) +
1− t2

2
〈
Φ′(u, v), (u, v)

〉
, ∀t > 0. (2.13)

Proof. It is obvious that (F4) implies the following inequality:

1− t2

2
fi(x, s)s + Fi(x, ts)− Fi(x, s) =

∫ 1

t

[
fi(x, s)

s
− fi(x, τs)

τs

]
τs2dτ ≥ 0. (2.14)

From (1.7), (2.5) and (2.14), we have

Φ(u, v)−Φ(tu, tv) =
1
2

[
‖(u, v)‖2 −

∫
R2

λ(x)uvdx
]
−
∫

R2
[F1(x, u) + F2(x, v)]dx

−
{

t2

2
‖(u, v)‖2 − t2

∫
R2

λ(x)uvdx−
∫

R2
F1(x, tu) + F2(x, tv)dx

}
=

1− t2

2
〈
Φ′(u, v), (u, v)

〉
+
∫

R2

[
1− t2

2
f1(x, u)u + F1(x, tu)− F1(x, u)

]
dx

+
∫

R2

[
1− t2

2
f2(x, v)v + F2(x, tv)− F2(x, v)

]
dx

≥ 1− t2

2
〈
Φ′(u, v), (u, v)

〉
.

From Lemma 2.2, we get the following corollary easily.

Corollary 2.3. Assume that (V), (F1), (F2) and (F4) hold. Then

Φ(u, v) ≥ max
t≥0

Φ(tu, tv), ∀(u, v) ∈ N . (2.15)

Lemma 2.4. Assume that (V), (F1), (F2) and (F4) hold. Then for any (u, v) ∈ E \ {(0, 0)}, there
exists a unique t(u,v) > 0 such that (t(u,v)u, t(u,v)v) ∈ N .

Proof. Let (u, v) ∈ E \ {(0, 0)} be fixed and define a function ζ(t) := Φ(tu, tv) on [0, ∞).
Clearly, by (2.5), we have

ζ ′(t) = 0⇔ t2‖(u, v)‖2 − 2t2
∫

R2
λ(x)uvdx−

∫
R2
[ f1(x, tu)tu + f2(x, tv)tv]dx = 0

⇔
〈
Φ′(tu, tv), (tu, tv)

〉
= 0⇔ (tu, tv) ∈ N .

By (2.11) and (F1), one has ζ(0) = 0 and ζ(t) > 0 for t > 0 small and ζ(t) < 0 for t
large. Therefore, maxt∈(0,∞) ζ(t) is achieved at some t0 = t(u,v) > 0, so that ζ ′(t0) = 0 and
t(u,v)(u, v) ∈ N .

Next we claim that t(u,v) is unique for any (u, v) ∈ E \ {(0, 0)}, let t1, t2 > 0 such that
ζ ′(t1) = ζ ′(t2) = 0. Then 〈Φ′(t1u, t1v), (t1u, t1v)〉 = 〈Φ′(t2u, t2v), (t2u, t2v)〉 = 0. Jointly with
(2.13) , we have

Φ(t1u, t1v) ≥ Φ(t2u, t2v) +
1− t2

2
〈
Φ′(t1u, t1v), (t1u, t1v)

〉
(2.16)

and

Φ(t2u, t2v) ≥ Φ(t1u, t1v) +
1− t2

2
〈
Φ′(t2u, t2v), (t2u, t2v)

〉
. (2.17)

By (2.16) and (2.17), it is obvious that t1 = t2. Therefore t(u,v) > 0 is unique for any (u, v) ∈
E \ {(0, 0)}.
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From Corollary 2.3 and Lemma 2.4, we directly have the following lemma about minimax
characterization of infN Φ.

Lemma 2.5. Assume that (V), (F1), (F2) and (F4) hold. Then

b := inf
N

Φ = inf
(u,v)∈E\{(0,0)}

max
t≥0

Φ(tu, tv). (2.18)

Lemma 2.6. Assume that (V), (F1), (F2) and (F4) hold. Then there exist a constant c̄ ∈ (0, b] and a
sequence {(un, vn)} ⊂ E satisfying

Φ(un, vn)→ c̄, ‖Φ′(un, vn)‖E∗(1 + ‖(un, vn)‖)→ 0. (2.19)

Similarly with [20, Lemma 2.6], the proof is omitted here.

Lemma 2.7. Assume that (V), (F1)–(F4) hold. Then any sequence {(un, vn)} satisfying (2.19) is
bounded.

Proof. Arguing by contradiction, suppose that ‖(un, vn)‖ → ∞ as n → ∞. Let (ũn, ṽn) =

(un, vn)/‖(un, vn)‖. Then 1 = ‖(ũn, ṽn)‖2. By (F2) and (F4), we have

fi(x, θt)θt
θ2 ≥ fi(x, t)t ≥ 2Fi(x, t) ≥ 0, ∀x ∈ R2, t ∈ R, θ ≥ 1, i = 1, 2. (2.20)

It follows from (F3) and (2.20) that there exists R > t0 such that

fi(x, t)t ≥ 4Fi(x, t), ∀|t| ≥ R. (2.21)

From (1.7), (2.5), (2.19), (2.20), and (2.21), we have

c̄ + o(1) = Φ(un, vn)−
1
2
〈
Φ′(un, vn), (un, vn)

〉
=
∫

R2

[
1
2

f1(x, un)un − F1(x, un)

]
dx +

∫
R2

[
1
2

f2(x, vn)vn − F2(x, vn)

]
dx

≥
∫
|un|≤R

[
1
2

f1(x, un)un − F1(x, un)

]
dx +

∫
|vn|≤R

[
1
2

f2(x, vn)vn − F2(x, vn)

]
dx

+
1
4

∫
|un|>R

f1(x, un)undx +
1
4

∫
|vn|>R

f2(x, vn)vndx

≥ 1
4

∫
|un|>R

f1(x, un)undx +
1
4

∫
|vn|>R

f2(x, vn)vndx. (2.22)

Let τ ≥
( 4(c̄+1)

1−2λ0

) 1
2 and tn = τ/‖(un, vn)‖. Then tn → 0 as n → ∞. It follows from (F2), (2.21)
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and (2.22) that ∫
R2
[F1(x, tnun) + F2(x, tnun)]dx

=
∫
|un|≤R

F1(x, tnun)dx +
∫
|un|>R

F1(x, tnun)dx

+
∫
|vn|≤R

F2(x, tnvn)dx +
∫
|vn|>R

F2(x, tnvn)dx

≤ 1
4γ2

2

∫
|un|≤R

|tnun|2dx +
1

4γ2
2

∫
|vn|≤R

|tnvn|2dx

+
t2
n
4

∫
|un|>R

f1(x, un)undx +
t2
n
4

∫
|vn|>R

f2(x, vn)vndx

≤ t2
n

4γ2
2

∫
|un|≤R

|un|2dx +
t2
n

4γ2
2

∫
|vn|≤R

|vn|2dx +
τ2(c̄ + 1)
‖(un, vn)‖2

≤ τ2

4
+ o(1). (2.23)

Hence, from (2.13), (2.19) and (2.23), we have

c̄ + o(1) = Φ(un, vn)

≥ Φ(tnun, tnvn) +
1− t2

n
2

〈
Φ′(un, vn), (un, vn)

〉
=

t2
n
2

[
‖(un, vn)‖2 − 2

∫
R2

λ(x)unvndx
]
−
∫

R2
[F1(x, tnun) + F2(x, tnvn)]dx + o(1)

≥ (1− 2λ0)τ2

4
+ o(1)

≥ c̄ + 1 + o(1). (2.24)

This contradiction shows that {(un, vn)} is bounded.

3 Minimax estimates

In this section, we give a accurate estimation about the minimax level c∗ defined by Lemma
2.1.

At first, we define a Moser type function wn(x) supported in B√2/VM
:= B√2/VM

(0) as
follows:

wn(x) =
1√
2π



√
log n, 0 ≤ |x| ≤

√
2/(
√

VMn);

log(
√

2/
√

VM|x|)√
log n

,
√

2/(
√

VMn) ≤ |x| ≤
√

2/VM;

0, |x| ≥
√

2/VM.

(3.1)

By an elementary computation, we have

‖∇wn‖2
2 =

∫
R2
|∇wn|2dx = 1, (3.2)

and
‖wn‖2

2 =
∫

R2
|wn|2dx =

2δn

VM
, (3.3)
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where
δn :=

1
4 log n

− 1
4n2 log n

− 1
2n2 > 0. (3.4)

Lemma 3.1. Assume that (V), (F1), (F2), and (F5) hold. Furthermore, suppose that Fi(x, t) ≥ 0 for
all t ∈ R. Then there exists n̄ ∈N such that

c∗ ≤ max
t≥0

Φ(twn̄, twn̄) <
4π

α0
. (3.5)

Proof. By (F5), we can choose ε > 0 and tε > 0 such that

log
VM(1 + ε)2

(2− ε)(κ − ε)α2
0
< −ε (3.6)

and
t2Fi(x, t) ≥ (κ − ε)eα0t2

, ∀x ∈ R2, |t| ≥ tε, i = 1, 2. (3.7)

From (1.7), (3.2) and (3.3), we have

Φ(twn, twn) =
t2

2

∫
R2
[|∇wn|2 + |∇wn|2 + V1(x)w2

n + V2(x)w2
n]dx

− t2
∫

R2
λ(x)w2

ndx−
∫

R2
[F1(x, twn) + F2(x, twn)]dx

≤ t2(1 + 2δn)−
∫

R2
[F1(x, twn) + F2(x, twn)]dx. (3.8)

There are four cases to distinguish. In the sequel, we agree that all inequalities hold for large
n ∈N without mentioning.

Case i). t ∈
[
0,
√

2π
α0

]
. Then it follows from (3.8) that

Φ(twn, twn) ≤ t2(1 + 2δn)−
∫

R2
[F1(x, twn) + F2(x, twn)]dx

≤ t2
(

1 +
1

2 log n

)
+ O

(
1

n log n

)
≤ 2π

α0
+ O

(
1

n log n

)
. (3.9)

Clearly, there exists n̄ ∈N such that (3.5) hold.

Case ii). t ∈
[√ 2π

α0
,
√

4π
α0

]
. Then twn(x) ≥ tε for x ∈ B√2/(VMn) and for large n ∈ N, it

follows (3.1) and (3.7) that∫
R2

F1(x, twn)dx ≥
∫

B√2/(VMn)

F1(x, twn)dx

≥
∫

B√2/(VMn)

(κ − ε)eα0t2w2
n

t2w2
n

dx

≥ (κ − ε)α0

2 log n

∫
B√2/(VMn)

eα0t2w2
n dx

=
π(κ − ε)α0

VMn2 log n

[
e(2π)−1α0t2 log n + 2n2 log n

∫ 1

1/2
n(2π)−1α0t2s2−2sds

]
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≥ π(κ − ε)α0

VMn2 log n

[
e(2π)−1α0t2 log n + 2n2 log n

∫ 1

1/2
n(2π)−1α0t2s−2ds

]
=

π(κ − ε)α0

VMn2 log n

[
e(2π)−1α0t2 log n +

4π

α0t2

(
n(2π)−1α0t2 − n(4π)−1α0t2)]

≥ 2π(κ − ε)α0

VMn2 log n
e(2π)−1α0t2 log n −O

(
1

n log n

)
. (3.10)

Similarly, we have∫
R2

F2(x, twn)dx ≥ 2π(κ − ε)α0

VMn2 log n
e(2π)−1α0t2 log n −O

(
1

n log n

)
. (3.11)

It follows from (3.8), (3.10) and (3.11) that

Φ(twn, twn) ≤ t2
(

1 +
1

2 log n

)
− 4π(κ − ε)α0

VMn2 log n
e(2π)−1α0t2 log n + 2O

(
1

n log n

)
=: ϕn(t) + 2O

(
1

n log n

)
. (3.12)

Let tn > 0 such that ϕ′n(tn) = 0. Then

1 +
1

2 log n
=

2(κ − ε)α2
0

VMn2 e(2π)−1α0t2
n log n. (3.13)

It follows that
lim
n→∞

t2
n =

4π

α0
. (3.14)

From (3.13) and (3.14), we have

t2
n =

4π

α0

[
1 +

log
(
VM + VM

2 log n

)
− log(2(κ − ε)α2

0)

2 log n

]

≤ 4π

α0
+

2π

α0 log n
log

VM(1 + ε)

2(κ − ε)α2
0

. (3.15)

and

ϕn(t) ≤ ϕn(tn) = t2
n

(
1 +

1
2 log n

)
− 2π

α0 log n

(
1 +

1
2 log n

)
. (3.16)

From (3.14), (3.15) and (3.16), we have

ϕn(t) ≤ t2
n

(
1 +

1
2 log n

)
− 2π

α0 log n

(
1 +

1
2 log n

)
≤
[

4π

α0
+

2π

α0 log n
log

VM(1 + ε)

2(κ − ε)α2
0

] (
1 +

1
2 log n

)
− 2π

α0 log n

(
1 +

1
2 log n

)
≤
[

4π

α0
+

2π

α0 log n
log

VM(1 + ε)

2(κ − ε)α2
0

] (
1 +

1
2 log n

)
− 2π

α0 log n
(1− ε)

≤ 4π

α0
+

2π

α0 log n

[
log

VM(1 + ε)

2(κ − ε)α2
0
+ ε

]
+ O

(
1

log2 n

)
. (3.17)

Hence, combining (3.12) with (3.17), one has

Φ(twn, twn) ≤
4π

α0
+

2π

α0 log n

[
log

VM(1 + ε)

2(κ − ε)α2
0
+ ε

]
+ O

(
1

log2 n

)
. (3.18)
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Obviously, (3.6) and (3.18) imply that there exists n̄ ∈N such that (3.5) hold.

Case iii). t ∈
[√ 4π

α0
,
√

4π
α0
(1 + ε)

]
. Then twn(x) ≥ tε for x ∈ B√2/(VMn) and for large n ∈ N,

it follows (3.7) that∫
R2

F1(x, twn)dx ≥
∫

B√2/(VMn)

F1(x, twn)dx

≥
∫

B√2/(VMn)

(κ − ε)eα0t2w2
n

t2w2
n

dx

≥ (κ − ε)α0

2(1 + ε) log n

∫
B√2/(VMn)

eα0t2w2
n dx

=
π(κ − ε)α0

(1 + ε)VMn2 log n

[
e(2π)−1α0t2 log n + 2n2 log n

∫ 1

1/2
n(2π)−1α0t2s2−2sds

]
≥ π(κ − ε)α0

(1 + ε)VMn2 log n

[
e(2π)−1α0t2 log n + 2 log n

∫ 1

1−ε
n[(1−ε)(2π)−1α0t2+2ε]sds

]
=

π(κ − ε)α0

(1 + ε)VMn2 log n

[
e(2π)−1α0t2 log n +

1
1 + ε

e[(1−ε)(2π)−1α0t2+2ε] log n
]

−O
(

1
n2ε2 log n

)
≥ 2π(κ − ε)α0

(1 + ε)3/2VMn2−ε log n
e(2−ε)(4π)−1α0t2 log n −O

(
1

n2ε2 log n

)
. (3.19)

Similarly, we have∫
R2

F2(x, twn)dx ≥ 2π(κ − ε)α0

(1 + ε)3/2VMn2−ε log n
e(2−ε)(4π)−1α0t2 log n −O

(
1

n2ε2 log n
). (3.20)

It follows from (3.6) , (3.19) and (3.20) that

Φ(twn, twn) ≤ t2
(

1 +
1

2 log n

)
− 4π(κ − ε)α0

(1 + ε)3/2VMn2−ε log n
e(2−ε)(4π)−1α0t2 log n + 2O

(
1

n2ε2 log n

)
=: ψn(t) + 2O

(
1

n2ε2 log n

)
. (3.21)

Let t̂n > 0 such that ψ′n(t̂n) = 0. Then

1 +
1

2 log n
=

(κ − ε)(2− ε)α2
0

(1 + ε)3/2VMn2−ε
e(2−ε)(4π)−1α0 t̂2

n log n. (3.22)

It follows that
lim
n→∞

t̂2
n =

4π

α0
. (3.23)

From (3.22) and (3.23), we have

t̂2
n =

4π

α0

[
1 +

(1 + ε)3/2VM
(
1 + 1

2 log n

)
− log((2− ε)(κ − ε)α2

0)

(2− ε) log n

]

≤ 4π

α0
+

4π

α0(2− ε) log n
log

VM(1 + ε)2

(2− ε)(κ − ε)α2
0

. (3.24)
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It follows from (3.21), (3.23) and (3.24), we have

ψn(t) ≤ ψn(t̂n) = t̂2
n

(
1 +

1
2 log n

)
− 4π

(2− ε)α0 log n

(
1 +

1
2 log n

)
≤
[

4π

α0
+

4π

α0(2− ε) log n
log

VM(1 + ε)2

(2− ε)(κ − ε)α2
0

] (
1 +

1
2 log n

)
− 4π(1− ε)

(2− ε)α0 log n

≤ 4π

α0
+

4π

(2− ε)α0 log n

[
ε + log

VM(1 + ε)2

(2− ε)(κ − ε)α2
0

]
+ O

(
1

log2 n

)
. (3.25)

Hence, combining (3.21) with (3.25), one has

Φ(twn, twn) ≤
4π

α0
+

4π

(2− ε)α0 log n

[
ε + log

VM(1 + ε)2

(2− ε)(κ − ε)α2
0

]
+ O

(
1

log2 n

)
. (3.26)

Clearly, (3.6) and (3.26) imply that there exists n̄ ∈N such that (3.5) hold.

Case iv). t ∈
(√ 4π

α0
(1 + ε),+∞

)
. Then twn(x) ≥ tε for x ∈ B√2/(

√
VMn) and for large n ∈ N,

it follows (3.1) and (3.8) that

Φ(twn, twn) ≤ t2
(

1 +
1

2 log n

)
−
∫

R2
[F1(x, twn) + F2(x, twn)]dx

≤ t2
(

1 +
1

2 log n

)
− 8π2(κ − ε)

VMn2t2 log n
e(2π)−1α0t2 log n + 2O

(
1

n log n

)
≤ 4π(1 + ε)

α0

(
1 +

1
2 log n

)
− 2α0π(κ − ε)

VM(1 + ε) log n
e2ε log n + 2O

(
1

n log n

)
≤ 3π

α0
. (3.27)

which implies that there exists n̄ ∈ N such that (3.5) hold. In the above derivation process,
we use the fact that the function

t2
(

1 +
1

2 log n

)
− 8π2(κ − ε)

VMn2t2 log n
e(2π)−1α0t2 log n + O

(
1

n log n

)
(3.28)

is decreasing on t ∈
(√ 4π

α0
(1 + ε),+∞

)
, since its stagnation tend to

√
4π
α0

as n→ ∞.

From Lemma 2.5 and 3.1, we have the following corollary immediately.

Corollary 3.2. Assume that (V), (F1), (F2), (F4) and (F5) hold. Then

b := inf
N

Φ <
4π

α0
. (3.29)

4 Proofs of the main results

Lemma 4.1. The weak solution (ũ, ṽ) is nontrival.

Proof. By Lemmas 2.1 and 2.7, there exist a subsequence {un, vn} ⊂ E satisfying (2.7) and
‖(un, vn)‖+ ‖un‖2 + ‖vn‖2 ≤ C for some constant C4 > 0, it follows from (2.5) and (2.7) that∫

R2
f1(x, un)undx ≤ C5,

∫
R2

f2(x, vn)vndx ≤ C5. (4.1)
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We may assume, passing to a subsequence if necessary, that (un, vn) ⇀ (ũ, ṽ) in E,
(un, vn)→ (ũ, ṽ) in Ls

loc(R
2) for s ∈ [1,+∞) and (un, vn)→ (ũ, ṽ) a.e. on R2.

If
δ := lim sup

n→∞
sup
y∈R2

∫
B1(y)

(|un|2 + |vn|2)dx = 0,

then by Lions’s concentration compactness principle, (un, vn)→ (0, 0) in Ls(R2) for 2 < s < ∞.
For any given ε > 0, we choose Mε > M0C5/ε, then it follows from (F3) and (4.1) that∫

|un|≥Mε

F1(x, un)dx ≤ M0

∫
|un|≥Mε

| f1(x, un)|dx ≤ M0

Mε

∫
|un|≥Mε

f1(x, un)undx < ε. (4.2)

∫
|vn|≥Mε

F2(x, vn)dx ≤ M0

∫
|vn|≥Mε

| f2(x, vn)|dx ≤ M0

Mε

∫
|vn|≥Mε

f2(x, vn)vndx < ε. (4.3)

By (F2), we can choose Nε ∈ (0, 1) such that∫
|un|≤Nε

F1(x, un)dx ≤
∫
|un|≤Nε

f1(x, un)undx ≤ ε

C2
4
‖un‖2

2 < ε. (4.4)

∫
|vn|≤Nε

F2(x, vn)dx ≤
∫
|vn|≤Nε

f2(x, vn)vndx ≤ ε

C2
4
‖vn‖2

2 < ε. (4.5)

By (F1), we have∫
Nε≤|un|≤Mε

F1(x, un)dx ≤ C6‖un‖3
3 = o(1),

∫
Nε≤|vn|≤Mε

F2(x, vn)dx ≤ C6‖vn‖3
3 = o(1), (4.6)

∫
Nε≤|un|≤1

f1(x, un)undx ≤ C7‖un‖3
3 = o(1),

∫
Nε≤|vn|≤1

f2(x, vn)vndx ≤ C7‖vn‖3
3 = o(1). (4.7)

Due to the arbitrariness of ε > 0, from (4.2), (4.4), (4.6), we obtain∫
R2

F1(x, un)dx = o(1),
∫

R2
F2(x, vn)dx = o(1). (4.8)

Hence, it follows from (V), (1.7), (2.7) and (4.8) that

1
2
(‖∇un‖2

2 + ‖∇vn‖2
2) <

1
2
‖(un, vn)‖2 −

∫
R2

λ(x)unvndx

= c∗ +
∫

R2
[F1(x, un) + F2(x, vn)]dx + o(1)

= c∗ + o(1).

Which, together with (3.5), implies that lim supn→∞ ‖∇un‖2
2 + ‖∇vn‖2

2 < 8π
α0

. Hence, there
exist ε̄ > 0 and n0 ∈N such that

‖∇un‖2
2 + ‖∇vn‖2

2 ≤
8π

α0
(1− 3ε̄), ∀n ≥ n0.

Let us choose q ∈ (1, 2) such that

(1 + ε̄)(1− 3ε̄)q
1− ε̄

< 1. (4.9)

By (F1), there exists C8 > 0 such that

| fi(x, t)|q ≤ C8
[
eα0(1+ε̄)qt2 − 1

]
, ∀|t| ≥ 1, i = 1, 2. (4.10)
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It follows from (4.9), (4.10) and Lemma 1.1 ii) that∫
|un|≥1

fi(x, un)
qdx ≤ C8

∫
R2

[
eα0(1+ε̄)qu2

n − 1
]
dx

= C8

∫
R2

[
eα0(1+ε̄)q‖un‖2(un/‖un‖)2 − 1

]
dx

≤ C9. (4.11)

Let q′ = q/(q− 1). Then we have

∫
|un|≥1

fi(x, un)undx ≤
[ ∫
|un|≥1

| fi(x, un)|qdx
] 1

q

‖un‖q′ = o(1). (4.12)

Now we derive

c∗ + o(1) = Φ(un, vn)−
1
2
〈
Φ′(un, vn), (un, vn)

〉
=
∫

R2

[
1
2

f1(x, un)un − F1(x, un)

]
dx +

∫
R2

[
1
2

f2(x, vn)vn − F2(x, vn)

]
dx

< ε + o(1). (4.13)

This contradiction shows that δ > 0.
Going if necessary to a subsequence, we may assume that there exists {ln} ⊂ Z2 such that∫

B1+
√

2(ln)
|(|un|2 + |vn|2)dx > δ

2 . Let us define ũn(x) = un(x + ln) and ṽn(x) = vn(x + ln) so
that ∫

B1+
√

2(0)
(|ũn|2 + |ṽn|2)dx ≥ δ

2
. (4.14)

Since λ(x) and fi(x, u) are 1-periodic on x , we have ‖ũn‖V1 = ‖un‖V1 , ‖ṽn‖V2 = ‖vn‖V2 and

Φ(ũn, ṽn)→ c∗, ‖Φ′(ũn, ṽn)‖(1 + ‖(ũn, ṽn)‖)→ 0. (4.15)

Passing to a subsequence, we have (ũn, ṽn) ⇀ (ũ, ṽ) in E, (ũn, ṽn)→ (ũ, ṽ) in Ls
loc(R

2), 2 ≤ s ≤
∞ and (ũn, ṽn)→ (ũ, ṽ) a.e. on R2. Thus (4.14) implies that (ũ, ṽ) 6= (0, 0).

For any φ, ψ ∈ C∞
0 (R2), let {en}∞

n=1 be the complete standard orthogonal basis of C∞
0 (R2),

we have

φ =
∞

∑
j=1

(φ, ej)ej, ‖φ‖2 =
∞

∑
j=1
|(φ, ej)|2 (4.16)

and

ψ =
∞

∑
j=1

(ψ, ej)ej, ‖ψ‖2 =
∞

∑
j=1
|(ψ, ej)|2. (4.17)

Let

φn =
kn

∑
j=1

(φ, ej)ej, φ̃n =
∞

∑
j=kn+1

(φ, ej)ej (4.18)

and

ψn =
kn

∑
j=1

(ψ, ej)ej, ψ̃n =
∞

∑
j=kn+1

(ψ, ej)ej. (4.19)

For any given ε > 0, there holds∫
|ũn|≥C10‖φ‖∞ε−1

| f1(x, ũn)φn|dx ≤ ε

C10

∫
|ũn|≥C10‖φ‖∞ε−1

f1(x, ũn)ũndx < ε. (4.20)
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On the other hand, it follows from (F1) and (F2) that∫
|ũn|<C10‖φ‖∞ε−1

| f1(x, ũn)φ̃n|dx ≤
∫
|ũn|<C10‖φ‖∞ε−1

|unφ̃n|dx + C11

∫
|ũn|<C10‖φ‖∞ε−1

(
eαu2

n − 1
)
|φ̃n|dx

≤
{
‖un‖2 + C11

[ ∫
R2

(
eαu2

n − 1
)2dx

] 1
2
}(∫

R2
φ̃2

ndx
) 1

2

≤
{
‖un‖2 + C11

[ ∫
R2
(e2αu2

n − 1)dx
] 1

2
}
‖φ̃n‖2

≤
{
‖un‖2 + C11

[ ∫
R2

(
e2αρ2

0‖un‖2( un
ρ0‖un‖ )

2

− 1
)

dx
] 1

2
}
‖φ̃n‖

≤ C12‖φ̃n‖ = o(1). (4.21)

Similarly, we have ∫
|ṽn|<C10‖ψ‖∞ε−1

| f2(x, ṽn)ψ̃n|dx = o(1). (4.22)

From (4.20), (4.21) and (4.22), one has

lim
n→∞

∫
R2

f1(x, ũn)φ̃ndx = 0, lim
n→∞

∫
R2

f2(x, ṽn)ψ̃ndx = 0. (4.23)

Due to the arbitrariness of ε > 0. Therefore, (2.4), (4.15) and (4.23) yield

〈Φ′(ũ, ṽ), (φ, ψ)〉 =
∫

R2
(∇ũ∇φ + V1(x)ũφ)dx +

∫
R2

(∇ṽ∇ψ + V2(x)ṽψ)dx

−
∫

R2
λ(x)(ũψ + ṽφ)dx−

∫
R2

( f1(x, ũ)φ + f2(x, ṽ)ψ)dx

= lim
n→∞

[ ∫
R2

(∇ũn∇φ + V1(x)ũnφ)dx +
∫

R2
(∇ṽn∇ψ + V2(x)ṽnψ)dx

−
∫

R2
λ(x)(ũnψ + ṽnφ)dx−

∫
R2

( f1(x, ũn)φ + f2(x, ṽn)ψ)dx
]

= lim
n→∞
〈Φ′(ũn, ṽn), (φ, ψ)〉

= lim
n→∞

[
〈Φ′(ũn, ṽn)(φn, ψn)〉+ 〈Φ′(ũn, ṽn)(φ̃n, ψ̃n)〉

]
= lim

n→∞
〈Φ′(ũn, ṽn)(φ̃n, ψ̃n)〉

= lim
n→∞

{ ∫
R2

[
(∇ũn∇φ̃n +∇ṽn∇ψ̃n) + V1(x)ũnφ̃n + V2(x)ṽnψ̃n

]
dx
}

− lim
n→∞

∫
R2

λ(x)(ũnψ̃n + ṽnφ̃n)dx− lim
n→∞

∫
R2
[ f1(x, ũn)φ̃n + f2(x, ṽn)ψ̃n]dx

= − lim
n→∞

∫
R2
[ f1(x, ũn)φ̃n + f2(x, ṽn)ψ̃n]dx

= 0.

It is easy to show that Φ′(ũ, ṽ) = 0. Since λ 6= 0, then from (1.1) we know that (ũ, ṽ) is a
nontrivial solution.

Lemma 4.2. The weak solution (ũ, ṽ) is a ground state solution.
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Proof. Since that (ũ, ṽ) 6= (0, 0) and Φ′(ũ, ṽ) = 0, we have (ũ, ṽ) ∈ N . Therefore b ≤ Φ(ũ, ṽ).
On the other hand, it follows from (2.20) and Fatou’s lemma that

b ≥ c̄ + o(1) = Φ(ũn, ṽn)−
1
2
〈
Φ′(ũn, ṽn), (ũn, ṽn)

〉
=
∫

R2

[
1
2

f1(x, ũn)ũn − F1(x, ũn)

]
dx +

∫
R2

[
1
2

f2(x, ṽn)ṽn − F2(x, ṽn)

]
dx

≥
∫

R2

[
1
2

f1(x, ũ)ũ− F1(x, ũ)
]

dx +
∫

R2

[
1
2

f2(x, ṽ)ṽ− F2(x, ṽ)
]

dx + on(1)

= Φ(ũ, ṽ)− 1
2
〈
Φ′(ũ, ṽ), (ũ, ṽ)

〉
+ on(1)

= Φ(ũ, ṽ) + on(1). (4.24)

Therefore Φ(ũ, ṽ) = b.
We have proved that (ũ, ṽ) is a ground state solution for system (1.1). In order to seek a

positive ground state, we note by assumptions (F1) and (F2) that

Fi(x, s) ≤ Fi(x, |s|), ∀(x, s) ∈ R2 ×R, i = 1, 2.

Thus, we can deduce that Φ(|ũ|, |ṽ|) ≤ Φ(ũ, ṽ).

5 The regularity and asymptotic behavior

In this section, we use strong maximum principle to get a unique positive ground state
solution, we will introduce methods to show that a weak solution of (1.1) is in fact smooth.
Moreover, we establish a priori estimate in W2,p for the solution of system (1.1), we show that
if the functions f1(x, u) and f2(x, v) are in Lp

loc(R
2), then (u, v) ∈W2,p

loc (R
2) is a strong solution

of (1.1), that is, there exists a constant C such that

‖u‖W2,p(BR)
≤ C(‖u‖Lp(B2R) + ‖p1(x)‖Lp(B2R)), ‖v‖W2,p(BR)

≤ C(‖v‖Lp(B2R) + ‖p2(x)‖Lp(B2R)),

where pi(x) can be defined as (5.3). We will establish this for a Newtonian potential, finally,
we use a bootstrap regularity lifting methods to boost the regularity of solution. The boot-
strap method can be found in [6, Subsection 3.3.1], which uses a lot of Sobolev imbedding to
enhance the regularity of the weak solution repeatedly, finally, Schauder’s estimate will lift
the solution to be a classical solution.
Lemma 5.1. There exists a positive ground state solution (ū, v̄) ∈ C1,β

loc (R
2) × C1,β

loc (R
2) for some

β ∈ (0, 1) with the following asymptotic behavior

‖ū‖C1,β(BR)
→ 0 and ‖v̄‖C1,β(BR)

→ 0, as |x| → ∞. (5.1)

Proof. Let (ũ, ṽ) ∈ E be the ground state obtained in Lemma 4.2 It follows from Lemma 2.4
that there exists a unique t0 > 0 such that (t0|ũ|, t0|ṽ|) ∈ N . Moreover, since (ũ, ṽ) ∈ N , we
point out that max

t≥0
Φ(tũ, tṽ) = Φ(ũ, ṽ). Thus we have that

Φ(t0|ũ|, t0|ṽ|) ≤ Φ(t0ũ, t0ṽ) ≤ max
t≥0

Φ(tũ, tṽ) = Φ(ũ, ṽ) = b.

Therefore, (t0|ũ|, t0|ṽ|) ∈ N is a nonnegative ground state solution for (1.1). Next, we denote
(ū, v̄) = (t0|ũ|, t0|ṽ|). In order to use the strong maximum principle, we note that −ū ∈
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HV1(R
2) \ {0} and take (ϕ, 0) as a test function. Here, ϕ ∈ C∞

0 (R2), ϕ ≥ 0. Then we have

−
∫

R2
∇(−ū)∇ϕdx−

∫
R2

V1(x)(−ū)ϕdx =
∫

R2
f (x, ū)ϕdx +

∫
R2

λ(x)ūϕdx ≥ 0. (5.2)

Moreover, since V1(x) > 0, it follows that

−
∫

R2
V1(x)ϕdx ≤ 0, ∀ϕ ≥ 0, ϕ ∈ C1

0(R
2).

Now suppose by contradiction that there exists x0 ∈ R2 such that ū(x0) = 0. Thus, since
−ū ≤ 0 in R2, for any R > 0 we have that

0 = sup
BR(x0)

(−ū) = sup
R2

(−ū)

By the strong maximum principle we conclude that −ū ≡ 0 in R2, which is a contradiction.
Therefore ū > 0 in R2. Similarly, we can prove that v̄ > 0 in R2. Therefore, (ū, v̄) is positive.

In order to obtain the regularity, we use a bootstrap method. The ground state solution
(ū, v̄) is a weak solution of the restricted problem{

−∆ū = f1(x, ū) + λ(x)v̄−V1(x)ū = p1(x), B2R,

−∆v̄ = f2(x, v̄) + λ(x)ū−V2(x)v̄ = p2(x), B2R,
(5.3)

where and in the continuation B2R = B2R(x) ⊂ R2 denote the ball centered in a fixed point
x ∈ R2. Since Vi(x) ∈ C(R2), then Vi(x), λ(x) ∈ L∞

loc(R
2). For ū, v̄ ∈ Lp(R2), p ≥ 2, we have

that λ(x)v̄, V1(x)ū ∈ Lp(B2R) for all p ≥ 2. By (F1) and (F2), for ε > 0, p, q ≥ 2, r > p and
α > α1, we have that∫

B2R

| f1(x, ū)|pdx ≤
∫

B2R

|εū + Cε(eαū2 − 1)|ū|q−1|pdx

≤ C13

∫
B2R

εp|ū|pdx + C13

∫
B2R

Cp
ε (eαū2 − 1)p|ū|p(q−1)dx

≤ C13εp‖ū‖p
Lp(B2R)

+ C13

∫
B2R

Cp
ε (erαū2 − 1)|ū|p(q−1)−1|ū|dx. (5.4)

By using Hölder’s inequality, it follows from Lemma 1.1 that

∫
B2R

Cp
ε (erαū2 − 1)|ū|p(q−1)−1|ū|dx ≤

( ∫
B2R

C2p
ε (erαū2 − 1)2|ū|2(p(q−1)−1)dx

) 1
2

‖ū‖L2(B2R)

≤ C14‖ū‖L2(B2R). (5.5)

Thus, we have ∫
B2R

| f1(x, ū)|pdx ≤ C13‖ū‖
p
Lp(B2R)

+ C14‖ū‖L2(B2R). (5.6)

Since the right-hand side is finite for all p ≥ 2, we have that f1(x, ū) ∈ Lp(B2R) for all p ≥ 2,
together with λ(x)v̄, V1(x)ū ∈ Lp(B2R) , we have that p1(x) ∈ Lp(B2R) for all p ≥ 2. Let fp1 be
the Newtonian potential of p1(x). In light of Lp-regularity theory [6, Theorem 3.1.1],

∆ fp1 = p1(x), x ∈ B2R, (5.7)
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and fp1 ∈W2,p(B2R), for all p ≥ 2. Combining (5.3) and (5.7) we deduce that∫
B2R

∇(ū− fp1)φdx = 0, ∀φ ∈ C∞
0 (B2R).

which implies that ū− fp1 is a weak solution of −∆z = 0 in B2R. Since ū− fp1 ∈ W1,2(B2R).
It follows from Weyl’s Lemma [13, Corollary 1.2.1] that ū − fp1 ∈ C∞(B2R). Therefore, ū ∈
W2,p(B2R), ∀p ≥ 2. Noticing that 2/p < 2, as p > 2. Thus, by Sobolev imbedding we
obtain that ū ∈ C1,β(B2R), for some β ∈ (0, 1). The same argument can be used to prove that
v̄ ∈ C1,β(B2R). By interior Lp-estimates [6, Theorem 3.1.2], we have that

‖ū‖W2,p(BR)
≤ C15(‖ū‖Lp(B2R) + ‖p1‖Lp(B2R)). (5.8)

On the other hand, by the Sobolev’s imbedding theorem, there exists C16 > 0 such that

‖ū‖C1,β(BR)
≤ C16‖ū‖W2,p(BR)

. (5.9)

Therefore, it follows from (5.8) and (5.9), we deduce that

‖ū‖C1,β(BR)
≤ C17(‖ū‖Lp(B2R) + ‖ū‖L2(B2R)).

Now we show that lim|x|→∞ ū = 0. Suppose on the contrary that there exists {xj} ⊂ R2 with
|xj| → ∞ as j→ ∞ and lim infj→∞ ū(xj) > 0. Letting wj(x) = ū(x + xj), then

− ∆wj + V1(x + xj)wj = f1(x + xj, wj) + λ(x + xj)v̄(x + xj), wj ∈ H1(R2). (5.10)

Assume that wj → w weakly in H1(R2). Then, by elliptic estimates we have w 6= 0. However,
for fixed R > 0, ∫

R2
ū2dx ≥ lim inf

j→∞

( ∫
BR(0)

ū2dx +
∫

BR(xj)
ū2dx

)
=
∫

BR(0)
ū2dx + lim inf

j→∞

∫
BR(0)

w2
j dx

=
∫

BR(0)
ū2dx +

∫
BR(0)

w2dx

→
∫

R2
ū2dx +

∫
R2

w2dx, as R→ ∞.

Which is a contradiction. Thus, letting |x| → ∞, we get ū → 0, therefore, ‖ū‖C1,β(BR)
→ 0 as

|x| → ∞. Similarly, we can prove that ‖v̄‖C1,β(BR)
→ 0 as |x| → ∞.

Proof of Theorem 1.2. It follows from Lemmas 4.1, 4.2 and 5.1.
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